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This report compares predictions of groundwave propagation time with experimental
values. The prediction methods included an integral equation technique that
accounts for both terrain and impedance variations, a method developed by J.R. Wait
that accounts for impedance variations, and Millington's or Pressey's technique
that accounts for inhomogeneous impedance. Experimental incremental time-of-

arrival data were acquired between eight sites along a propagation path from Search-
light, NV. to Ft. Cronkhite (near San Francisco Bay). The major conclusions reached
from the analysis and comparison of results are:

T-. errain variations produce significant local and cumulative phase variations,- in this case, a cumulative large increase in total secondary phase.,

-nh. Impedance values need to be known to within less than a factor of two to be
sufficient for preparing charts for navigation in restricted waterways
A priori definition of terrain variation can be performed with required
accuracy - a priori definition of surface impedance values with sufficient

accuracy is unlikely without supporting measurements. -_-lI/

Unc- A combination of predictions and measurements is required for accurate
chart preparation. Predictions can be used to define appropriate measure-
ment locations and to interpolate between measurement values.
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SECTION 1

INTRODUCTION

Loran-C is a pulsed hyperbolic or range-range radionavigation

system operating in the 90-110 kHz band. At ranges less than 1000

to 2000 kilometers from the transmitters, depending on surface im-

pedance values, Loran-C receivers track signals propagated via the

groundwave. The achievable position accuracy depends on a number of

factors and conditions including:

a. Equipment induced fluctuations

b. Mode of operation - absolute position, repeatable position

or differential mode

c. Calibration - number of calibration points and procedures

for extrapolating between measurement points over the cover-

age area

d. Monitor location(s) - location of monitor site relative to

the coverage area

e. Control policy - procedures for maintaining the control

standard time difference

f. Environmental effects - uncertainties in mean values and

variations in surface impedance or refractive index of

the air

g. Prediction error - failure of prediction technique to

properly account for known or estimated environmental

variations.

One objective of the Loran-C Signal Analysis project is to perceive

potential improvements in the accuracy and control of Loran-C through a

better understanding of Loran-C signal characteristics. In this report

we are primarily concerned with prediction errors that result from

approximations or omissions in prediction techniques or uncertainties
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in environmental parameters, their relationship to the choice of mode

of operation, calibration procedures, monitor location and control policy,

and their magnitude relative to equipment fluctuations.

Prediction techniques refer to computer programs that perform nu-

,erical solutions of the wave equation, subject to an impedance bound-

ary condition at the earth's surface. Different approximations to

represent the earth boundary include a smooth, homogeneous (constant

surface impedance) boundary, smooth inhomogeneous boundary, and an ir-

regular (including terrain variations), inhomogeneous boundary. In

all cases, the earth is considered to be spherical* with equivalent

radius ae, where ae is different (usually larger) than the actual earth

radius a, to account for the refractive effects of the atmosphere. The
ratio a = a/ae is referred to as the vertical lapse rate.

In this report we present the results of reviewing four groundwave

propagation prediction techniques and testing them against each other

and against a carefully controlled experimental data base. The four

techniques are

1. Classical, Homogeneous Spherical Earth - a well researched

technique documented by comprehensive published literature.

2. Pressey's or Millington's - a semiempirical technique that

accounts for inhomogeneous impedance, and is currently used

for Loran-C chart preparation.

3. Wait's Multisegment Spherical Earth (MULSEG) - an extension

of the classical theory to account for inhomogeneous impedance.

4. Integral Equation Solution - a GFE computer program (HUFLOC)

provided by the U.S. Coast Guard to calculate signals over

irregular, inhomogeneous terrain.

The methods are evaluated in terms of their ability to reproduce

experimental measurements and practical application. Desirable improve-

ments in the prediction techniques are suggested.

Section 2 describes these techniques and outlines the important

steps in the calculation procedures. Details of the calculation proce-
*Terrain variations (when included) are referenced to a smooth sphere.
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dures are presented in Appendices A, B, and C. In addition, parametric

testing and comparison between two methods (3 and 4 above) have been

carried out for cases where their regions of applicability overlap.

The integral equation solution is tested against the reciprocity prop-

erty for several cases. The computer program operation for each method

is discussed and data preparation requirements and computer running time

are described.

In Section 3 the effect of atmospheric variations on propagation is

discussed. The relations between standard atmospheric parameters

(pressure, temperature, dew point temperature or humidity) and the

refractive index and effective earth radius are given. Methods for

including the refractive index and effective earth radius in the pre-

dictions are described. Limitations of the current theory with recom-

mendations for further research are also discussed. An example of predicted

weather induced fluctuations, using sample surface weather parameters

from a site in the West Coast coverage area, is provided.

Section 4 describes an experiment that was designed to provide a

data base to evaluate the prediction techniques. The experiment pro-

vided incremental (site-to-site) changes in signal time of arrival (TOA)

at sites approximately on the geodesic from Searchlight, Nevada (Yankee

Secondary) to Ft. Cronkhite, CA. This path is referred to as the Worst

Case Path (WCP). The experimental procedures and results, with an

estimate of accuracy of the results, are also reproduced.

Section 5 describes the results from various prediction techniques

and compares the predictions with the data collected in the experiment

discussed in Section 4. Sensitivity to computational procedures and

to input parameters is discussed.

Section 6 describes some procedures and initial results for pre-

paring a map of spatial anomalies of time differences (TD's) in the San

Francisco Harbor. These initial results were used in planning the ex-

periment in the San Francisco Harbor. The results of measurements in

San Francisco Harbor defining measured spatial anomalies are also

summarized in this section.

Section 7 provides a summary and recommendations for further analyses.

3



SECTION 2

PREDICTION TECHNIQUES

The theory of the propagation of radio waves over the earth's surface

was developed first for a smooth homogeneous earth model, then for an

inhomogeneous earth, and finally for an irregular and inhomogeneous

earth. The salient features of the propagation theories are presented

in this section. The technical details are reproduced in three appen-

dices, A, B and C.

SMOOTH HOMOGENEOUS EARTH THEORY

Extensive research has been carried out on the theory of ground wave

propagation over a smooth homogeneous earth. The research has been com-

prehensively reported in the open published literature. Computational

procedures are available that produce a higher degree of precision than

the input data, ie, the measurements of the electrical properties of the

earth. The idealized theory has little direct application to the Loran-C

prediction problem, since most propagation paths between Loran-C trans-

mitters and user locations include irregular, nonspherical, inhomogeneous

segments. However, the calculational techniques form a part of more

complete models and for this reason computational procedures and

associated accuracies are important.

The discussion presented here and in Appendix A is a summary of vari-

ous presentations in the literature. They are collected here for easy

reference when referring to computer programs and applications defined

later. Details of three forms of the smooth spherical earth theories

are presented in Appendix A: two short distance approximations and a

series expansion. The series expansion is more accurate but requires

many terms for the shorter distances. Thus, switch points from one cal-

culation to another are defined.

In all cases, the received field E is defined as

E E W (2-1)
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where W, the attenuation function, is a function of the earth curvature

and the surface impedance, and E is the unbounded region reference field

defined in air by

Or 3 epL i k l d  /

E [ (kId) 2  v/r (2-2)

and
E = peak value of the electric field (v/m)

p = average transmitter power (kW)

d = path length (km)

k = 27flf/c = wave number in air (km- )

f = wave frequency (hz)

c = speed of light in vacuum (2.997925 x 105 km/s)

= refractive index of air

From Equation 2-1 and 2-2 it can be seen that k1d is the primary phase

factor and the phase of W is the secondary phase factor.

For the smooth earth theory weather and atmospheric conditions enter

through the wave number, k1 , and the effective earth radius, ae, a factor

used to calculate W. A method of computing the effective earth radius is

given in Section 3 where it is shown that the effective earth radius is a

function of where h is the altitude. The phase of W is only slightlydhd
affected by change in n (n - I z .003) but does reflect changes in dh

The phase of E will change directly with changes in n. In general the

phase change in E from a change in ki is opposite to the phase changeo dn

in W for the corresponding change in A- and hence a
dh e

MILLINGTON'S TECHNIQUE

Millington's Technique is a semi-empirical method originally de-

veloped to compute the attenuation function amplitude over an inhomo-

geneous propagation path. The method is described in detail in Refer-

ence 2-1. It was extended by Pressey to compute phase of the attenuation

function (Reference 2-2). Briefly a path is divided into segments with

2-1. Millington, G., "Groundwave Propagation Over an Inhomogeneous
Smooth Earth," Proceedings IEE, Parts I and II (1949, Vol 96,
p 53) and Part I1 (1950, Vol 97, p 200).

2-2. Pressey, B.G., "The Measurement of the Phase Velocity of Ground-
wave Propagation at Low Frequencies over a Land Path," Paper 1438,
Radio Section, Proceedings IEE, 20 October, 1952.



length d1, d2, d3, ... with each segment characterized by a surface

impedance Al, A2, A3, ... The method assumes that the slope of the

phase function or logarithm of the composite attenuation function is

determined by the slope of the corresponding homogeneous attenuation

function. Figure 2-1 illustrates the calculation method. Shown on the

figure are idealized plots of the logarithm of the magnitude of the attenua-

tion function for three values of the normalized surface impedance A1, A2,

A . As illustrated, A1 is the surface impedance from the transmitter to

a distance d1 , A2 is the surface impedance of the second segment of length

d2 from d = d1 to d = d1 + d2, etc. The complete attenuation function

does not have to be calculated, just the values labeled Wi, W2, ... W10

using the methods of Appendix A for a smooth homogeneous earth.

The composite attenuation functions are computed for the trans-

mitter to receiver path (WA) and the receiver to transmitter path (WB).

Letting w = 2nIWi these functions are computed for the example from

WA = 1 - (W2 - w 3) - (W4 - w 5 ) (2-3a)

WB W 6 - (W7 - w8 ) - (W9 - w1 O) (2-3b)

and the final estimate of the composite is

w +W

w A B (2-3c)
T 2

This averaging procedure is used to force the empirical prediction to be

reciprocal. To compute the secondary phase, the same procedure is followed

except that the phase is used instead of the logarithm of the amplitude of

the attenuation function.

A computer program adapted from Reference 2-3 has been programmed at

TEMPO to use Millington's technique for chart generation, utilizing cali-

bration measurements. This program, except for TEMPO modifications, is

well documented in Reference 2-3. The functions performed by the user

and the program are summarized briefly below. Modifications added at

TEMPO are also indicated.

2-3. Coast Guard furnished documentation of Program EEE-11, "Computa-
tion of LORAN-C System Standard Deviation and Conductivities."

L A . . . .. . .... . ..
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FUNCTI ON

w 5

A =A 1  -4A =A 2  A = A 3

T DISTANCE - TRANSMITTER TO RECEIVERR

Figure 2-1(a). Illustrating Millington's technique.

COMPOSITE

d 3  d 2 d I

R D'STANCE - RECEIVER TO TRANSMITTERT

Figure 2-1(b). Illustrating Millington's technique.
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* Time difference measurements for one or more transmitter-

secondary pairs and one or more monitor locations are obtained.

* The area over which the signals propagate is divided into

sub-areas and a best estimate of the conductivity and a

range of conductivities is defined for each sub-area.

* Each path from Master and Secondary to each monitor site

is divided into segments defined by the path intersections

with conductivity area boundaries.

e The secondary phase factor is calculated for each path

using Millington's technique. This calculation is iterated,

varying the conductivity of each area over the permissible

range of conductivities for that area.

* The best conductivity values for the areas are defined as

those that minimize the standard deviation of the difference

between measured and computed time difference at all monitor

sites.

The principal modification provided at TEMPO was to change the

method of computing the TSF*. In the program given in Reference 2-3,

The ASFt  was computed using a parabolic fit to precomputed ASFs. This

analytic procedure was replaced by the three smooth homogeneous earth

procedures for calculating the attenuation function as given in Appen-

dix A, with a control subroutine to select the appropriate calculation

methods. The modification provides:

a. Complete freedom in choice of surface impedance values

for each path segment.

b. The capability to vary the equivalent earth's radius on

the path if desired.

This computer program is operational and has been used for impedance

map generation for a path from Searchlight, Nevada to Ft. Cronkhite,

California.

*Total Secondary Phase Factor - Phase of W (see Equation 2-1).

tAdditional Secondary Phase Factor - Phase of W [land] Phase of W [sea water].

8



WAIT'S MULTIPLE SEGMENT TECHNIQUE

For an inhomogeneous spherical earth, Wait (Reference 2-4) has extended

the homogeneous theory described above and in Appendix A to include propa-

gation paths with multiple segments, each segment with a different surface

impedance. The path is illustrated in Figure 2-2, with the nomenclature

modified slightly from Reference 2-4.

Figure 2-2. Multisegment smooth earth propagation path.

The path of total length d has four segments of length dl, d2, d3, and d4

and effective normalized surface impedance of A1 , A2 , A 3 , A Formulae for

a single or multilayer earth are discussed in Appendix D.

Wait presents formulae for 2 and 3 segment paths in Reference 2-2.

For the 2 segment path, the composite attenuation function W'(d,A1 ,A2) is

defined by

'ikd/2
W'(d, A1 , A2) = W(d, A2) -(2l) (A1 - A2 ).

dt

f W(d-y, A2) W(y, A )dy1 ~ ~~/ (2-4)

r(d-Y 1/2

where the attenuation functions W(d, A2 ), W(d - y, A2),W(y, A1 ) are cal-

culated using smooth homogeneous earth theory. The variable, y, is defined

in Figure 2-2 and kIis the wave number in air.

24'. Wait, J.R., "Electromagnetic Surface Waves," Advances in Radio
Research (ed. by J.A. Saxton), Vol. 1, pp. 157-217, Academic Press,
London, 1964.
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For the three segmen- path, the composite attenuation function is de-

fined as

W,(d, All A2, A3) W(d, A3) - ( d 1/2 (A - A3)

1 W(d - y, A3) W(y, A1)

0 [Y(d-y)]1/2 dy

rikIdll/2 d1d W'(YA 1,A2)dy

2,r ( 2  A A3)f A3 ) 1/2(25
dI1 Y IYI

where W'(y,A1,A2) is the composite attenuation function for the two part

segment evaluated using Equation 2-4.

For an n segment path Equation 2-5 can be generalized to read

'£kld / 1 / 2

W'(d,AIA 2 ...,A) W(d, A ( n 2 n

1 W(d-y, A n)W(y, A1)d y

0[Y W-Y) f~

dI +d2 " "+n-i1 
I[ik 1d] 1/2 f W(d-y,A)W'(YlA2A n _.,)dy

f ....(An- A Iy(dy) 1/2

(2-6)

The calculations are illustrated graphically in Figure 2-3 where idealized

attenuation functions (they are really complex quantities) are shown and the

integration interval and impedance weighting function are shown. The continua-

tion to four segments is shown and extension to additional segments is obvious.
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d a dl + d

01 NOTE:

W(YAj) By varying di from
0 to d2 , w(dA 1,A2)
can be defined over

x ,~~Z--the total interval.
W (d -Y, Az)

WEIGHTED BY

(Al - A2)

.(A -3)W(d-Y,6 3) NOTE:

By varying di from
0 to d3 W (d, 1 A2,A3)
can be defined over the
interval.

WEIGHED BY W,(NOTE:2

By varin d ro

d can be defne ove dt3+d

W(Y.EIGTEE WEGHEDB

Figure 2-3. I lrtn mut3emn ine4at) scheme.
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For all but the first interval it is its-essary to define the W'

functions by a prior integration with sufficient resolution as a function

of distance to allow subsequent integrations. This is done, as indicated

on the figure by varying d in the definition of W(d-y, A n) between the limits

n-1n

d. d > d (2-7)

i=l i=l

where n is the total number of segments.

INTEGRAL EQUATION SOLUTION

Millington's and Wait's multisegment theories can be applied to the

calculation of the phase and amplitude of a propagating ground wave when

the propagation path is electromagnetically inhomogeneous but only for

smooth spherical geometry. In general, propagation paths encountered on

Loran C chains are also irregular, experiencing large variations in height

along the path as well as the changes in the surface electrical impedance.

Hufford (Reference 2-5) initially proposed an integral equation solution to

the problem of predicting the phase and amplitude of a ground wave signal

propagated over irregular, inhomogeneous terrain. This work was further

amplified by Johler and Berry (Reference 2-6) who developed a computer code

for numerically solving the integral equation.

The Coast Guard has provided to TEMPO a GFE computer code (HUFLOC)

which was developed by the Air Force Loran Special Project Office to pre-

dict the ground wave signal propagation over inhomogeneous and irregular

terrain. This code incorporates the program INEQ2E which was developed

by Johler and Berry to solve the integral equation model. The code was

originally developed for a CDC computer and was adapted at TEMPO for opera-

tion of the GE-Honeywell computer.

2-5. Hufford, G.A., "An Integral Equation Approach to the Problem of
Wave Propagation over an Irregular Surface," Quart. AppI. Math.,
9, p.391, 1952.

2-6. Johler, J.R., and L.A. Berry, "LORAN-C Phase Corrections over
Inhomogeneous, Irregular Terrain," ESSA Tech. Report IER59-ITSA-56,
1967.
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The computer program was supplied with two test cases but no up-

to-date documentation. There was no information on integration step

size requirements, terrain data requirements or the numerical accuracy

of the computed results. Only very cursory checks can be made against

other existing theories, ie, smooth earth theories. These shed little

light on the effect of terrain irregularity or the high degree of

electromagnetic inhomogeneity which supposedly can be handled by HUFLOC

(INEQ2E). While attempting to acquire a sufficient data base for using

HUFLOC, the following interim steps were taken:

1. Verification of formulae that provide the basis for the

prediction.

2. Definition, from the program listing, of the actual com-

putations performed by the computer model and comparison

with the results of (1) above.

3. Initiation of those verification tests that could be

accomplished including

a. Comparison of the model output with Wait's

multisegment program for smooth, inhomogeneous

earth. Because of the nature of the multisegment

code, this includes a comparison with the classical

smooth earth theory.

b. Testing for reciprocity in predictions, by inter-

changing transmitter and receiver location for an

inhomogeneous path.

c. Examination of the sensitivity of program output to

input geophysical quantities.

The detailed description of the work performed on points 1 and 2

as well as part of point 3 of the above list is contained in Appendix C.

The comparison of the integral equation results with those from

Wait's multisegment program for a smooth, inhomogeneous earth com-

parison with the reciprocity property are contained in this section.

13



Reciprocity requires obtaining the same answer for the additive phase

calculation on a given path independent of the direction of integration.

The problem bears heavily on the accuracy of the numerical algorithms

used in the integration along the path. To simplify data input for the

reciprocity calculations, a Gaussian shaped hill was used for the ter-

rain elevation profile. The examination of the code results with de-

tailed terrain and impedance data representative of a real path is

deferred to the discussion of the worst case path propagation predictions.

THE INTEGRAL EQUATION FORMULAE

Initially, the only available documentation for the INEQ2E sub-

routine in the HUFLOC program was found in Johler and Berry (Reference

2-6). A master equation in the report (Equation 2.21) was used as a

starting point to check the equations programmed in INEQ2E. Since

there were significant inconsistencies between this equation and the

GFE program, the development of the equation was reconstructed. After

some algebraic manipulation an equation was obtained for (W(O)-l) where

W(O) is the complex attenuation factor for propagation from the trans-

mitter to the point of observation (0). The details are provided in

Appendix C. The equation obtained is

__ 1
W(o) -1 -r ik exp - ikl(r I + r2 - ro)x 2rT W(s) x20

2

x rlr2 • fe. [A (1+ikir)an] s(x-s) ds [. ]tZ

(2-8)
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The geometric quantities rO, r1 and r 2 are defined by Figure 2-4.

The other quantities are defined as

k= wave number in air at the earth's surface

A = relative surface impedance (Z/Z 0), Z = 377 ohms
x =projection of r°0 onto the spherical surface

sr = projection of r1 onto the spherical surface
s or r I  rjcino 1 ot h peia ufc

z = elevation above the reference sphere at Q

= unit vector in the radial directionr
fi = unit vector normal to the surface at Q

a = effective earth's radiuse

r2 = projection of r2 onto the spherical surface.

The last two terms in curly brackets do not appear in the original
2

documentation. The term (1 + z/a e) can be at most of magnitude

1.003 and in general can be replaced by unity. The term (6 " fn)
can be written as

(e - = )+ (z) 2

0

r2

Sea LevelTof
0 -- Sphere of

Radius 0

N

+

Figure 2-4. Geometry for propagation over irregular terrain.
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where z' is the rate of change of z in the direction of propagation,

defined at Q. The term

r2r2

appears in the INEQ2E coding.

The integral formulation given by Equation 2-8 is derived using an

approximate boundary condition, the Leontovich condition given by

3E (z) -112
-n iklAE 1 1 (z+)21  (2-9)

1

where i = vcri. As pointed out by Johler (Reference 2-7) the condition

was further approximated as

-- z ik AE (2-9a)
n 1

even though (z') may become relatively large for an irregular

terrain and 1i + (2')2 can approach 1.4. This factor should be divi-

ding A in Equation 2-8. It is not in the INEQ2E coding. Further, in

the evaluation of 3r2 our analysis showed that there was a factor
3n

missing of the form

-112 -1/2

1+ (e + (z')2 (2-9b)

The inclusion of this factor would have approximately canceled the

same factor in the numerator of the integrand which arises from

e " ) -I " The dismissal of this factor puts a strong requirement on

the surface altitude fluctuations. In effect, it requires that

W')2 < < 1 at all points along the integration path. On the worst

case path, it was necessary to smooth the terrain data over a six

kilometer (% two wavelength) interval to insure that Iz'I was always

of the order of 0.1 or less.

2-7. J.R. Johler, CRPLi Report 77-9, December 1, 1977.
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COMPARISON BETWEEN MULTISEGMENT SMOOTH EARTH
THEORY AND THE INTEGRAL EQUATION METHOD

The initial tests of the integral equation technique (HUFLOC code)

were carried out using a smooth, electrically inhomogeneous earth.

This test was chosen since direct comparison could be made against

the smooth earth multisegment theory (MULSEG code). For the first

test a three segment path was used with each segment 100 kilometers

in length. The conductivity and relative dielectric constant, c/eOP

for the path are given by

.0001 mhos/m 0 < r < 100 km

a = .003 100 < r < 200 km (2-10)

5.0 200 < r < 300 km

10. 0 < r < 100 km (2-11)

C/ °  = 15. 100 < r < 200 km

80. 200 < r < 300 km

This gives a relative impedance A of

.1902+.1064i = .2179 1.50992 0< r< 100km

A = .03088+.02998i = .04304 1.7706 100<r < 200km (2-12)

.0007460(1+i) .001055 1.7854 200<r < 300 km

The integration step used in MULSEG was 10 km and in HUFLOC, 1 km.

The results of the calculation of the phase of W, the attenuation

function, using HUFLOC and MULSEG for the path with the transmitter

at r = 0 and the receiver at O<r<300 is shown in Figure 2-5, labeled

17
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00
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2000~ % DIFF = 146

00

~-SEA TO LAND
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0 0 MULSEG

A~R =10

0100 200 300

DISTANCE (kin)

Figure 2-5. Secondary phase vs distance as predicted
by HUFLOC (H)and MULSEG
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"Land to Sea." The solid line is the HUFLOC calculation and the

filled circles are for KIULSEG. The comparison appears relatively

good over the first 100 kilometers but becomes progressively worse

after each impedance transition. At the end point of the 300 km

path, the difference between the HUFLOC and MULSEG prediction is

1%600 ns.

To further investigate this discrepancy in the secondary phase

delay calculations, the positions of the transmitter and receiver were

interchanged. The result of the second set of calculations, also

shown in Figure 2-5 are labeled "Sea to Land." At 300 km the difference

between the MULSEG and HUFLOC predictions is "200 ns, somewhat less but

not satisfactory. What is worse, neither HUFLOC nor MULSEG predicted

the same phase over both paths, apparently violating the reciprocity

conditions. The net phase difference for HUFLOC was %430 ns and for

MULSEG 380 ns.

If neither HUFLOC nor MIJLSEG calculates the same secondary phase

correction over reciprocal propagation paths, which if either code

is correct? To answer this question we went to a much shorter,

two segment propagation path of total length 60 km. The conduct-

ivity and relative dielectric constant along the path are given by

.003 0 < r < 30 km
o = (2-13)

5.0 
30 < r < 60 km

i15. 0 < r < 30 km
c/C° = (2-14)

80. 30< r < 60 km

The multisegment code was run with a variety of different integration

steps (Ar) for this path and its reciprocal. The path with the trans-

mitter at r = 0 was termed the land to sea path and with the trans-

mitter at r = 60 km, the sea to land path. The calculated results

19
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for the secondary phase in nanoseconds are shown in Table 2-1 for the

total 60 km path. Several points are immediately obvious. First,

the phase difference AO between a path and its reciprocal increases

with increasing Ar. Second, on the sea to land path, the net change

in the calculated phase is '0.6 ns for 2 < Ar < 15 km, a rather

remarkable result at first glance. Almost the entire variation occurs

in the land to sea path. This has been traced to an increasing

violation of the approximation used in the present MULSEG code where

it is assumed that the major portion of the integrand (see Appendix B)

varies very slowly from one integration point to the next. The quantity

T is the mean for the path and its reciprical and the column designated

by % is 100(AO/¢). From the results it is apparent that the correct

value for the phase over the total 60 km path is approximately 523 ns.

Table 2-1. MULSEG predictions of the secondary phase (ns)
correction as a function of the integration
step size.

Ar(km) Land to Sea Sea to Land AO _ %

2 522.4 523.0 0.6 522.7 .1

3 520.0 523.1 1.1 522.6 .2

5 521.4 523.1 1.7 522.3 .3

10 519.9 523.3 3.4 521.6 .7

15 518.4 523.6 5.2 520.9 1.0

The same type of calculation was carried out using HUFLOC. In

this case three values of Ar were compared, 1.0, 0.5, and 0.25 km. The

predictions are shown in Table 2-2. The phase difference A decreases

from 94 ns to 44 ns as Ar is decreased from 1 km to 0.25 km. However,

the change in the phase appears to occur uniformly with the change in Ar,

independent of the path direction. Note that the mean value of the

path and its reciprocal is approaching 521 ns as Ar decreases. Con-

sidering the differences in the theories, this is good agreement.
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Table 2-2. HUFLOC predictions of the secondary phase (ns)
correction as a function of the integration
step size.

Ar(km) Land to Sea Sea to Land %

1 565.5 471.6 93.9 518.5 18.1

0.5 551.6 488.0 63.3 519.8 12.2

0.25 542.5 499.0 43.5 520.7 8.4

The computations show that reciprocity violations result from numerical

differences, not theoretical ones. They indicate the requirement for a

short integration step and subsequent long calculation time for accurate

results using the current- formulations of HUFLOC.

Additional data on the secondary phase correction are shown in

Table 2-3 where the phase predictions are listed as a function of dis-

tance for the two paths. For MULSEG Ar = 2 km and for HUFLOC, Ar a 0.25

km. For the first 30 kilometers of each path HUFLOC is actually being

compared against the homogeneous earth theory. For the high conductiv-

ity portion in the sea to land path the two results are almost identical.

For the other path there is a slight offset CI 6 ns) which is generated

near the beginning of the HUFLOC integration. In light of the apparently

Table 2-3. Secondary phase (ns) correction vs distance.

Land to Sea Path Sea to Land Path

d(km) MULSEG HUFLOC MULSEG HUFLOC

10 394.6 388.3 11.8 11.6

20 560.5 554.3 19.7 19.7

30 689.7 683.6 27.9 28.0

40 544.8 564.8 291.6 266.3

50 526.6 546.5 418.2 393.6

60 522.4 542.5 523.0 499.0
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greater problem for long ranges and inhomogeneous paths, this seems

insignificant at the present time. Of great importance is the change

in computer running time (and hence cost) for a given run as a function

of the step size. The decrease by a factor of four in the step size

increased the running tine by a factor of ten. The number of points

for the integration increased by 4 and the running time for most of

the computations increases as the square of the number of points. How-

ever, there is an initial setup which just varies as the number of points

and which weights the total running time.

The results in Table 2-3 indicated that for each segment, the

MULSEG and HUFLOC results were different only by a constant but that

the constant changed abruptly at the transition of the surface impedance.

It is possible that the basic formulation of the integral equation

technique cannot properly handle the discontinuity in the impedance.

However, it is more likely that this is in the integration algorithm

rather than the basic theory. There is an alternative formulation of

the integral theory developed by Ott and Berry (Reference 2-8) and Ott

(Reference 2-9). A computer program based on this theory was run for

the 60 kilometer segments. The results for the land to sea and sea to

land runs were 526.7 ns and 522.3 ns, essentially in agreement with

the MULSEG runs. The cost was approximately 4.4 tines as great as for

a HUFLOC run using Ax = I km and 60% of the IIUFLOC run using Ax = 0.25

km. At the present time, this code is not integrated in a package to

handle complex terrain data.

In addition to the snooth earth calculations we made a second set

of test calculations based on a Gaussian shaped hill. This is a test

case that has been used for both types of integral equation techniques

in the published literature. The altitude variation for the hill was

taken as

2-8. Ott, R.H. and L.A. Berry, "An Alternative Integral Equation for
Propagation Over Irregular Terrain," Radio Science, Vol 5, #5
767-771 (1970).

2-9. Ott, R.H. "An Alternative Integral Equation for Propagation Over
Irregular Terrain," Radio Science, Vol 6, #4, p. 429-436 (1971).
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z(s) = 2500 exp{-9(s-O)2 } meters (2-15)

where s is the distance from the transmitter in kilometers. The

peak of the hill is at s = 50 km and was placed in the center of the

propagation path. The ground conductivity was taken as 0.003 mhos/m

with Eg/ ° = 10. The computed results with and without the hill are

shown in Figure 2-6. The hill shape and extent are indicated at the

bottom of the figure. The circles are the computed phase for the

reciprocal paths where the path was shortened by 10 km increments and

the center of the Gaussian hill was correspondingly closer to the be-

ginning of the reciprocal path. For example the point marked s = 60

indicates that the reciprocal path was 60 km long and that the hill

was centered at r = 10 km from the start of the integration. This is

reciprocal to the value of r = 60 for the forward calculation with the

hill centered 50 km from the start of the integration. An increasing

departure from reciprocity is indicated as the reciprocal paths become

less symmetric. At s = 60 km, the difference is 87 ns. The fact that

there is no departure from reciprocity at s = 90 or 100 kilometers is

not an indication that the result is exact, only that the symmetry of

the integration path has made up for the different error accumulations

which were in evidence in the nonsymmetric 2 and 3 segment paths.

The results shown indicate that for a 1 km integration slip the integral

equation technique is numerically nonreciprocal for both irregular terrain

and a nonhomogeneous path. The source of the nonreciprocity is a built-

in inadequacy in the numerical analysis used to solve the integral equation.

The indications are that tre error buildup from impedance variations

decreases as the surface impedance decreases. The Gaussian hill may

also be a very stressing case for the integral equation. The major

variation in the terrain altitude takes place within a two wave length

(6 kilometers) region. Such rapid variations possibly violate the approx-

imation of a vertically polarized groundwave used in the theory.
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COMPARISON BETWEEN WAIT'S MULTISEGMENT

THEORY AND MILLINGTON'S TECHNIQUE

Several cases were run to compare the results of the empirical

technique of Pressey with the theoretically rigorous multisegment

theory of Wait (MULSEG). The first case shown in Figure 2-7 is for

a two segment path with the segment details given in Table 2-4.

Table 2-4. Two segment path parameters.

Segment No. Length (km) o(mhos/m) E/:o

1 150 .0025 10.

2 150 5.0 80.

For the first segment the two methods are identical. The Millington's

method does not predict as great a phase recovery at the surface impedance

transition as MULSEG. The largest difference is approximately 40 ns

and the difference decreases with distance past the transition.

The second test to be illustrated was carried out for a five segment

path. The path parameters are listed in Table 2-5.

Table 2-5. Five segment path parameters.

Segment No. Length (km) a(mhos/m) E 0

1 60 .0025 10.

2 60 .0008 10.

3 60 .01 10.

4 60 .02 10.

5 60 5.0 80.

The calculated result is shown in Figure 2-8. As in the two segment

path, the two techniques differ slightly at the transition between

two very different surface impedances. The calculation for the

reciprocal path is shown in Figure 2-8b. Of particular importance is

the fact that both MULSEG and Millington, beside giving almost identi-

cal results, are also reciprocal, ie for a given path the answer is

independent of the direction of integration.
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COMPARISON BETWEEN MILLINGTON'S TECHNIQUE
AND THE INTEGRAL EQUATION METHOD

Comparative calculations were made using Millington's technique

and the integral equation for the Worst Case Path. The discussion of

this comparison is deferred until Section 5.

PROGRAM OPERATION

Data Preparation

Data preparation for both Wait's multisegment code (MULSEG) and the

Millington Technique code are relatively simple and similar. For both

codes, the propagation paths must be divided into segments which corre-

spond to regions with similar surface impedances. For data output at

points other than impedance boundaries, the path may be further sub-

divided for Millington's method. For each segment the conductivity,

dielectric constant and layer thickness must be provided. An added con-

straint for the current version of MLJLSEG is the requirement that each

segment must be an integral multiple of the integration step size. This

is of no great importance for a test program.

Data preparation for HUFLOC (INEQ2E) requires much greater effort

and detail than for either MULSEG or Millington. Both topographic

(height vs range) and geological (material or earth electrical structure

vs range) are required at as small an interval as is appropriate for the

level of accuracy inherent in the groundwave propagation solution and the

numerical techniques used to evaluate the integral equation. Unfortunately,

this problem had not been previously addressed. Therefore the topographic

data base for the worst case propagation path was determined to the highest

accuracy available from topographic maps with many data points only 100

meters apart. This level of data produced difficulties in the solution

of the integral equation when the integration step was much larger than

the level of detail. Initially, an integration step of % 1. kilometer

was used (,\ X/3). However, the integration routine sets the exact size

29



of the integration step to make the distance between the transmitter

and receivcr be an integral multiple of the integration step size. For

different values of the total distance, the change in step size was suffi-

cient to produce minor modifications in the topography interpolated from

the initial raw data. These differences in the topography produced var-

iations upward to several hundred nanosecoaids in the computed secondary

phase at a particular point. It was decided to filter (or smooth) the in-

put topographical data in the subroutine which obtains it from the data

tape (GETELV). Approximately 2350 initial altitude points are smoothed

and reduced in number so that there is one smoothed data point for a dis-

tance of one-half of the smoothing interval. Therefore, if the smoothing

interval is 6 kin, data is produced every 3 km.

The geological data base was also determined to as fine a detail as

possible from existing maps. For this data there were approximately 230

intervals along the worst case propagation path. Many of these intervals

were as small as 0.25 km. However, in general, no attempt was made to

smooth either the conductivity or dielectric constant or depth of the

layers. On two test runs, the computed surface impedance was smoothed

but this produced only small changes in the computed phase. In most

cases, when the geology was a strong function of distance, the topography

dominated the calculated results.

For the use of IlUFLOC (INEQ2E) on arbitrary Propagation paths in

a large area, both the topographical and geological data must be pro-

vided on a fine grid covering the entire area. In Reference 2-10,

Horowitz indicates that an input data grid 30 seconds of arc on a side

was used for the data base for calculations in Germany. This corresponds

to data points every ,, 925 meters. The data for an integration point

was obtained by using two dimensional interpolation. It is not noted in

the report whether or not sensitivity checks were made.

2-10. Horowitz, S., "Users Guide for FISC Loran Grid Prediction Program,"
RADC-TR-77407, December 1977.
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Running Time

The running time for both MULSEG and Millington's Method calcula-

tions are relatively short when compared to runs for the integral equa-

tion technique (HUFLOC-INEQ2E). For both, the running time is approxi-

mately proportional to the product of the total number of calculational

points and the number of segments. Since MULSEG computes an integral

there are more points for a MULSEG run than for a Millington run.

Further, there is an alternate mode available for Millington calculations

using a file of precomputed runs for single segment paths. The Milling-

ton comparison data was obtained using this alternate method.

The HUFLOC runs tend to take more computer time. Figure 2-9 shows

the execution time on a Honeywell 6080 as a function of the number of

integration points, n. The execution time varies as n 2 *
7 . This reflects

both the data setup time before the integral calculations start as well

as the actual integration. Further, the execution cost is only about

50' of the cost of a run. For the Honeywell 6080, the memory residence

cost makes up most of the rest of the total cost.

APPLICATIONS

Rigorously both NIULSEG and Millington are applicable only for a smooth

spherical earth. However, both have been applied to paths for which the

terrain variations should provide an important part in the calculation of

the secondary phase. As shown later in Section 5, for a given path the

terrain fluctuations tend to increase the total calculated secondary

phase. Therefore, to compensate for ignoring the effect of terrain, the

smooth earth theories require high surface impedance (ie, lower electrical

conductivity) along the propagation path. With a sufficiently large num-

ber of possible input data combinations, it is possible that the proper

manipulation of the input for Millington could closely match experimental

data over an arbitrary path. The input impedance segmentation might

only bear a faint resemblance to thrp actual geological structure along

the over land path where the topography is an important parameter, but
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would be very accurate over the sea water path segments and other

regions which are relatively amooth. If the parameters of the over

land portion of the propagation path were so chosen that they matched

the experimental data up to the land sea boundary, then the calcula-

tions for the over water portions would be as accurate as any other

means of calculation.

To properly match a set of experimentally derived data with the in-

tegral equation technique, geological data grid development would be re-

quired in much the same manner as has been proposed by Burch, et al

(Reference 2-11) and by Horowitz (Reference 2-10). It is very likely that

the measurement program required to insure that a numerical predictive

technique is accurate over an entire region might be more difficult

than experimental calibration of the specific region. Further a particular

representation of the geological structure determined by fine tuning

the conductivity and segment sizes to match the data will depend on the

data base, on the particular program used and on the integration step

size, degree of smoothing and method of data interpolation. The latter

are applicable to the integral equation technique. Thus, the fine tuning

is likely not to give a unique result for the data base, no matter which

technique is used. In this context, however, the integral equation

technique does offer the capability of a more reasonable and very likely

a more accurate calculation for regions that are not adequately covered

by an experimental data base. This provides an automatic fine scale

calculation effect produced by the terrain variations which is unattain-

able using smooth earth theories such as Millington's and Wait's methods.

Further, the terrain altitude grid can be dctermined with greater ac-

curacy than the electrical impedance data. Therefore, once the questions

of smoothing and integration step size (discussed in Section 5) have been

resolved, only the accuracy of the impedance data need be questioned.

For the integral technique, the impedance values and the regions of

changing impedance, though requiring more detail do not have to hear

the entire burden for the accuracy of the secondary phase calculation.

2-11. Burch, L.B., R.H. Doherty and J.R. Johier, Loran Calibration by
Prediction, Navigation; J. Inst. Navigation, Vol 23, No. 3, Fall,,
1976, pp 19S-200.
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Improvements
MULSEG (Wait's multisegment theory) and Millington's technique are

well tested programs that are strictly applicable to smooth, inhomo-

geneous spherical earth propagation paths. Within this restriction

both are efficient and easy to use. Because of the close comparison

between Millington and MULSEG results and the simplicity of Millington

calculations, Millington's method is recommended.

The major improvements required are automated procedures for im-

pedance data generation and definition of error bounds resulting from

neglecting terrain variations.

Improvements required in the integral equation program have been

discussed earlier. In summary, the requirements are

1. A comprehensive sensitivity analysis to define depen-

dence on computation step size, on the granularity of

the input terrain and impedance data,, and on uncertainty

in the impedance specification.

2. A revision of the numerical techniques to improve the

accuracy of prediction without requiring very small

calculation step size and consequently long computing

times.

3. Automation of the data base preparation.
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SECTION 3

WEATHER EFFECTS

The properties of the earth's atmosphere enter into the theory

of radio wave propagation in two distinct ways. From Equation 2-2

the primary phase delay is

2 = kd- fd= - 2Md (3-1)
p 1A c/r A

where k is the wave number in air for frequency f, X is the wavelength

in free space, c is the free space velocity of light (2.997925 x 105

km/s), r is the index of refraction of air and d is the distance between

the transmitter and receiver. Since n is greater than unity (n-1 n

3 x 10-4 ) the primary phase delay through the earth's atmosphere is

greater than that through free space for a given distance, d.

The slight difference from unity in n has negligible effect in the

calculation of W, the attenuation function. However, the vertical gra-

dient of the index of refraction has an important effect on the secondary

phase factor. The wave propagation problem has not been solved for an

arbitrary variation of n with altitude. However, Wait (Reference 3-1),

Bremmer (Reference 3-2) and others have shown that the propagation cal-

culations can be made using an equivalent earth radius ae if, as a first

approximation, the vertical gradient of n is constant, ie, the variation

of the refractive index is linear with altitude. The effective earth

radius is given by

a a (3-2)e 1 q
I + a .dz

3-1. Wait, J.R., "Electromagnetic Waves in Stratified Media," Perg-
amon Press, The MacMilland Co., New York, Second Ed., 1970.

3-2. Bremmer, H., "Terrestrial Radio Waves," Elsevier Publishing Co.,
1949.
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where a is the real earth radius and is the vertical gradient.
dz

Though developed for skywave propagation, the concept of the equiva-

lent earth radius has also been applied to the groundwave propagation.

We will first examine the behavior of the index of refraction with

respect to the atmospheric pressure, temperature and relative humidity.

We will then investigate ways in which the weather variations can be

included in the propagation calculations.

REFRACTIVE INDEX OF AIR AND EQUIVALENT EARTH RADIUS

Weather variations (changes in temperature, pressure and humidity)

produce variations in the refractive index of the air. Using conven-

tional notations (Reference 3-3)

(-1) 10 6 =N = 77.6(P+ 4 8 10~ (3-3)

where

n= refractive index of air

N = variation of the refractive index from unity (parts/million)

T = absolute temperature ko

P = atmospheric pressure (mb)

e = partial water vapor pressure (mb).

Meteorological measurements normally include pressure) tempera-

ture and humidity data. The partial water vapor pressure is related

to specific humidity by (Reference 3-3)

e 622 (3-4)

where S is the specific humidity in grams of water per kilogram of air.

When the relative humidity is specified, the specific humidity is

RH

100 (5

3-3. Boithias, L., "Structure of the tropospheric refractive index'
and propagation," Telecommunication Journal, Vol 43, June 1976,
pp. 419-416.
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where

RH = relative humidity (percent of saturated value), and

So = the saturated mixture ratio, defined by the approximate

relation

1.69 x 1012 5434
P exp T (3-6)

Using Equations 3-3 through 3-6, the quantity N = (n-l) 106 has been

evaluated as a function of temperature for p = 1000 mb and 870 mb

and for parametric values of the relative humidity. The results are

shown in Figure 3-1 and 3-2 and agree with those presented in Reference

3-4. For the temperature range 235 to 303 0K (-40F to 860F) N can range

from a low of 250 to greater than 400, depending on the humidity.

The gradient of n is obtained on the assumption that N varies

exponentially with altitude,

N = N ebz (3-7)

where N is the value of N at the earth's surface, and z is in kilom-

eters. Then

d__ = -bN *10-6 (3-8)

dz s

When only surface values of the weather variables are available,

b is estimated (Reference 3-4 and 3-5) from the quantity

AN = -7.32 exp (0.005577Ns) (3-9)
5

where

AN = N(z=l) - N(z=O) = N1  N (3-10

3-4. Bean, B.R., and E.J. Dutton, "Radio Meteorology," NBS Monograph
92, March, 1966.

3-5. Bean, B.R., and E.J. Dutton, "Radiometeorological Parameters
and Climatology," Telecommunication Journal, Vol 43, June 1976,
pp. 427-435.
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Using Equation 3-7, b is given by

b = Zn I + AN (3-11)
NS)

Using Equation 3-8, 3-9, and 3-11, a has been calculated as a functione

of Ns using a = 6367 km. The ratio a/ae is also plotted in Figure 3-1

and 3-2. It can be seen that a/ae decreases as N increases with

a/ae t 2/3 for N = 340 and 3/4 for N = 285.

INCLUSION OF WEATHER EFFECTS IN PROPAGATION CODES

To investigate the weather-produced variations on the propagation

predictions, it is first desirable to write the total or composite phase

(D in terms of the free space phase o, the direct effect of the air

on the free space phase AO and the distance dependent secondary phase
0

term ( (d):

c 0o + ADo + s(d) (3-12)

where

=-k d

o 0

A(D 0 -k0 )d

Ss(d) = computed secondary phzsc.
5.

The sum of P + A0 is the primary phase, i.e.

Do + ADo = -k d (3-13)

and this is the simplest term into which changing weather proper-

ties along the propagation path can be included. If k1 is varying

along the propagation path, the first order modification would be to

calculate an average wave number R over the path defined by

k Jod kl(x)dx. (3-14)
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This definition of an average wave number can then be used as a

first order modification for k (and hence and a ) that is used in1 dz e
calculating W, the ground wave attenuation function. To see the pos-

sible effect of such a substitution, consider the smooth homogeneous

earth propagation theory for which details are given in Appendix A.

For large distances, beyond the short distances approximation switch,

the term (s(d) is given approximately by (see Equation A-7)

s (d) = - Xe(t1) (3-15)

where X is the normalized distance, R means real part of and tI ise1

the complex eigenvalue for the leading (least attenuated) term in the

series expansion. Variations in the refractive index D also change

the value of t which enter into the total value for s(d) but we are

interested here in the change produced directly in the leading term

of the series. The most important phase variation occurs because of

the dependence of X (Equation A-3) on the effective earth radius.

Table 3-1 shows the variations in N (using Equation 3-3), effec-

tive earth radius (using Equation 3-2), X,A 1o, and s(d) for two values

of ground conductivity. In defining s(d), only tie leading term

in Equation A-7 is used, so the results are strictly applicable for a

distap'e greatur than 200-30o km. The variations are shown for a

range of N that may be encountered in the West Coast coverage area.

Table 3-1. Propagation parameter variations with the
refractive index.

a =10 - 3  0 :5

/ =15 E/ c =800 0

N .N ae X/d A o/d /d %/d

(k m) (km-  ns/km ns/km ns/km

200 -22.3 7497 2.668 - 3  -0.667 -6.21 -2.24

250 -29.5 7960 2.572 - 3  -0.834 -5.96 -2.15

300 -39.0 8680 2.443 - 3  -1.0 -5.62 -2.02

350 -51.5 9870 2.266 - 3  -1.167 -5.18 -1.87
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The tabular entries show that it is necessary to consider variations

in f and its gradient for long paths. They also show that changes pro-

duced by variations in N in the primary and secondary phase factors are

in opposite directions. For example, if N changes from 200 to 350,

A 0/d decreases 1 ns/km, 0s/d for a = 10-3 mho/m increases 1 ns/km, and

Os/d for a = 5 mhos/m increases 0.35 ns/km. Thus, when N and the gradient

of N are related as in Equation 3-8, the primary and secondary phase

changes partially compensate.

For more detailed data on the effect of earth curvature on the

predicted phase, parametric calculations of the secondary phase were

carried out for values of a of 0.67, 0.75, 0.85, and 1.0. The results

show that for fixed distance and surface impedance, the phase is essen-

tially linearly proportional to a , ie, the phase can be represented by

0sz:a + ba

Table 3-2 gives values of a and b for various distances and for

ground conductivity values of 0.001, 0.01, and 5 mhos/m. Since b in-

creases significantly with distance, weather produced variations will

be greater over long propagation paths.

Table 3-2. Constants for linear equation defining
s as a function of a.

Conductivity Distance
(Mhos/m) (km) a b

100 2080 97
0.001 200 2835 293

300 3365 560
400 3775 885
500 405 1255
600 4390 1665
700 4640 2095
800 4875 2545
900 5095 3005
1000 5320 3455

0.01 100 685 75
200 960 240
300 1180 435
400 1375 655
500 1555 390
600 1730 1140
700 1905 1390
80O 2080 1645
900 2255 1900
1000 2430 2155

5.0 100 30 80
200 45 220
300 65 385
400 90 570
500 120 765
600 160 960
700 210 1150
800 265 1340
900 325 1530
1000 390 1710
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MODEL LIMITATIONS - NEED FOR FURTHER RESEARCH

In each of the three theoretical techniques for calculating the

wave propagation discussed in Section 2 the assumption is made ex-

plicitly that the index of refraction at the earth's surface is a

constant independent of position. As shown by Fock (Reference 3-6),

the index of refraction need not be independent of height but may have

a constant gradient. The constant gradient gives rise to the concept

of an equivalent earth radius. For the cases of immediate interest

to Fock, the constant gradient approximation is reasonable since he

considers initially those cases where the change in the index of

refraction is small over a wavelength of the radiated wave. For

Loran-C the wavelength is 3 km which is approximately four tenths

of an atmospheric scale height and the assumption of a linear gradient

is somewhat in error. Fock also attempts to solve the differential

equation governing the propagation for an arbitrary variation of q with

altitude by making an expansion in a small parameter a given by

a 1/3

where h 0z7 km is the atmospheric scale height. For f =100 kHz,

S= 1.3 and is not small. An obvious extension of the theory of sur-

face wave propagation would be to provide a method for the solution of

the propagation problem with a exponentially varying index of refraction

where the wavelength is a sizeable fraction of the atmospheric scale

height.

3-6. Fock, V.A., "Electromagnetic Diffraction and Propagation Problems,
Chapter 13, "Propagation of Direct Wave Around the Earth,"
Pergammon Press, 1965.
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The present theoretical techniques all assume that the index of

refraction varies linearly, ie, the derivative of the index of refraction

with altitude is constant. As pointed out earlier, this leads to the

use of an equivalent earth radius in the propagation calculations. To

a first approximation, this effective earth's radius can be derived

using the average index of refraction along the entire path. Using

surface weather data, the linear gradient theory has been used to cal-

culate the change in phase caused by the predicted change in the index

of refraction and the equivalent earth radius. The data is described

below. On the basis of this data, however, the net fluctuation in the

secondary phase for a given path is on the order of ± 10 ns. It is

possible that the inclusion of temperature inversion data and the re-

sultant more complex variation in the index of refraction night produce

a greater phase fluctuation. This cannot be tested with present theo-

retical techniques. In addition, large amounts of precipitation over

portions of an overland propagation path may produce variations in the

surface conductivity and hence the surface impedance, It would be ex-

pected that significant rainfall in a normally dry region would increase

the conductivity and decrease the surface impedance, thus reducing the

secondary phase for a path crossing the affected region. Consideration

of changes in the surface conditions is also required in thle analysis of

weather related phase variations for Loran-C propagation.

It is possible that empirical modifications can be made for the

groundwave programs which cannot be easily justified on theoretical

grounds but might be capable of reflecting the propagation change produced

by weather variations along a path. In MULSEG and Millington's technique

the programs could be modified to use either the locally determined effec-

tive earth radius or one averaged from thle transmitter to thle point of

observation. Such a scheme could also be incorporated into the integral

equation formulation but extreme care is required in the application

of this type of modification. Significant testing would be required

plus comparison with experimental data to insure that any results be

consistent with observation and were physically acceptable.
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AN EXAMPLE OF PREDICTED WEATHER EFFECTS

An example of predicted weather produced fluctuations was produced

using surface weather data from a station (Reno, NV) near the master

transmitter. Figure 3-3 shows the atmospheric pressure in millibars, re-

duced to sea level. In the example, these values were multiplied by

0.9 to account for the elevation of the station. Figures 3-4 and 3-5

show the temperature and dew point temperature taken at Reno. Figure

3-6 shows the value of N, computed using Equation 3-3, and Figure 3-7

shows the value of cx a/a ecomputed using Equation 3-2. Figures 3-8

through 3-11 show the phase fluctuations which are the sum of the

primary and secondary phase fluctuation for path lengths of 100, 300,

500 and 700 kilometers. The phase fluctuations are small, showing a

maximum value of -15 nanoseconds. These values agree in order of

magnitude with the experimental observations during the current Loran-C

Signal Analysis West Coast Experiment, with one exception, where it is

postulated that a larger change was produced as a result of precipita-

tion-induced surface impedance change. A discussion of this exceptional

case follows.
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TIME DIFFERENCE VARIATIONS PRODUCED BY
AN APPARENT SURFACE IMPEDANCE CHANGE

During the Stability Experiment, one of a series of experiments

performed using the West Coast U.S. Loran-C chain, time difference

measurements were made near the Master, X-ray and Yankee transmitters.

Figure 3-12 shows the relative locations of the X-ray and Master trans-

mitters, the adjacent measurement sites, and the system area monitor

(SAM) at Point Pijios, CA, which controls the X-ray and Yankee secon-

daries. The experiment was designed to provide separate measures of

chain (timing) and propagation induced components of time difference

fluctuations.

The data manipulations required to separate the chain and propa-

gation induced fluctuations assume that propagation variations on short

paths (X-ray to Arbuckle and Master to Silver Springs) are negligible

and that propagation variations on the long paths (X-ray to Silver

Springs and Master to Arbuckle) are ide-ntical. These assumptions may

be satisfied for variations induced by atmospheric refractive index

changes* but are not satisfied for variations induced by surface impe-

dance changes. This conclusion will be important in the following

discussion.

During the period from December 14 to December 19, 1977 (Julian

Day's 346 to 353) the X-ray time difference decreased at Silver Springs

and increased at Arbuckle, but by a smaller amount. (See Figure 3-13).

During this period there were a number of weather fronts and a large

amount of precipitation in the experiment area. The data at both sites

fluctuate with approximately a 24-hour period, believed to be caused

by an interfering signal during the nighttime. The fluctuations pre-

clude precise interpretation of the data. The trends in the data over

the period are evident and very approximate estimates are that the

mean X-ray time difference decreased 120 to 160 ns at Silver Springs

and increased 40 to 60 ns at Arbuckle. Data processing that neglected

propagation induced variations over the short paths, resulted in an

*Not verified or refuted by the experimental data.
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Arbuckle to Master - 384 km
Silver Springs to Middletown -290 km

Figure 3-12. Measurement sites and conductivity area
boundaries for the stability experiment.
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estimate of about 80 ns decrease in the propagation phase delay on

the long, paths. The magnitude and long duration of the propagation

induced variations indicate that the cause was change in surface

impedance, not refractive index. Thus, the assumptions required to

manipulate the data are violated and further analysis is required.

In a separate analysis of these data, Samaddar (Reference 3-6), used

supporting TINO (time interval number or pseudo time difference) data

taken at the transmitter sites to further explain the observations. His

analysis of the TINO data for the December 14 to 19 time period indicates:

1. The effective emission delay at X-ray remained essentially

constant, ie, the propagation induced variations of time

difference at the SAM were essentially balanced on the X-ray

to SAM and Master to SAM paths and control action corrected

only relative clock drift.

The net decrease in propagation delay along the baseline

path from X-ray to Master was about 100 ns.

aised on (1) above, the total time difference variations at Silver

Springs and Arbuckle are propagation induced. The apparent chain var-

iations that we deduced from the experimental data should be attributed

primar i ly to the neglect of variations on the short paths.

In this report, it is not our intent to reassess the stability ex-

peri ncnt but to illustrate that observed propagation variations can be

r.p-odacd with reasonable assumptions of impedance variation. The

folloiig example shows that the observations may be explained by rela-

tiveely small surface impedance changes. Approximate boundaries for

a-cas with differing conductivity, labeled A through E, are shown on

F i gure 3-12. By performing secondary phase calculations using Mil-

lington's technique, first using nominal conductivity values for these

segments and then values slightly above the nominal values, and by

3.. "Weather Effects on Loran-C Propagation," Dr. S.N. Samaddar,
U.S. Coast Guard (G-l)OE-4/TP54) Washington, DC 20590 (to be
pub I i shed) .
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assuming that phase versLs conductivity variations are linear over a

smal I range in conductivity, we can obtain the following equations:

ATDs = -86AoA - SAoB - 31AoC - 977AoD + 176Ao. ; -120 to -160 us

ATDA  = -l16AoA + llAO B + 36Aa C + 307AoD + 103Ao E t 40 to o0 ns

ATx = -8SAo A - AoB - 29AaC - 420Ao) - lOlAo E :-116 ns

where

Ao. = change in conductivity for the ith segment (mhos/m)1

ATDs = change in X-ray TI) at Silver Springs (ns)

ATD = change in X-ray TD at Arbuckle (ns)A
AT = change in phase delay along the Master X-ray path (ns)

Note, as expected, the large sensitivity to variation of the low con-

ductivity segment (segment D).

A trial and error solution produced the results in Table 3-3. Since

there are more unknowns than equations, other solutions may be obtained.

Other interpretat ions of the data,* so long as the variations are in the

100' s )f ns range, may a lso be explained by reasonable var i at ions i ll

Table 3-3. Conductivity and time difference changes.

Nominal Change I

Segment mmhos/m mmhos/m Time Difference Computed Change

A 2 +0.3 ATDss -136.9 ns

B 8 0.0 ATDA + 41.9 ns

C 2 +1.0 .TxV -106.6 ns

D 0.5 +0.1

E 2 +0.1

*An alternate interpretat ion can be obt.1ined by es ti mating that the time

difference decrease at Silver Springs is slightly less than the time
difference decrease on the X-ray-,aister baseline. This would result ill
time difference changes approximately proportional to path length and
could be explained by a general but small increase in conductivitv all
along the baseline.
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SECTION 4

EXPERIMENTAL RESULTS

This section summarizes the Worst Case Path (WCP) Experiment re-

sults. Comparison between the experimental data and predicted results is

deferred to the next section.

Measurements of phase time difference (TD), and signal arrival times

(TOA) were taken at eight sites over a period of 60 days, as nearly as

possible along the Yankee to San Francisco Harbor path, between Search-

light, Nevada, and Ft. Cronkhite, California. The main reason for tak-

ing these measurements was to compile a comprehensive experimental data

base for comparison with predicted results from several known predic-

tion techniques. Analysis and interpretation of the differences be-

tween measured and predicted data were to lead to a better understand-

ing of Loran-C signal characteristics and an evaluation of available

prediction techniques (computer codes) so that their application can

be put into perspective with calibration as accurate tools for user

data preparation and system analysis.

The Searchlight/Ft. Cronkhite path was selected for the experiment

as a worst-case-path example, because of its extremely variable terrain

and demonstrable history of short-term weather variations. The assump-

tion was that irregular terrain and variable surface impedance along

the path would produce experimental results that differed significantly

from simple model predictions and therefore would provide a data base

for thoroughly testing models that account for irregular terrain and

impedance.

It was also expected that weather variations typical of the time of

year might occur during data collection periods along the path. If

large variations in measured data concurred with significant weather
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phenomena then the data would provide additional guidance to improve

models of weather produced variations in the prediction codes.

EXPERIMENT SITES

Figure 4-1 identifies the nearest towns where WCP data collection

sites were established to take phase TOA measurements. The figure is

not drawn to scale, but is intended to show the approximate, relative

off-set distance of these locations from the geodesic. The precise

(receiver) antenna position locations were used to compute predictions.

The latitude and longitude in WGS-72 coordinates and the distance from

each site to the Searchlight transmitter are shown in Table 4-1.

Table 4-1. Worst case path calibration and measurement sites.

Distance From**

Site Latitude** Longitude** Searchlight (Yankee)
(deg, min, sec) (deg, min, sec) Transmitter (km)

Jean* 35 46 24.89 115 19 38.25 68.976

Tecopa** 35 49 05.58 116 11 05.02 136.678

Death Valley 36 03 32.45 116 50 19.47 201.449

Darwin 36 19 28.15 117 40 09.80 281.737

Delilah*** 36 48 14.23 119 07 09.62 422.010

Friant** 36 59 38.84 119 42 16.20 478.270

Merced** 37 11 19.51 120 21 08.31 539.778

Crows Landing** 37 25 30.67 121 06 18.81 611.493

Livermore" 37 37 26.00 121 46 03.10 674.053

Ft. Cronkhite 37 50 29.47 122 32 41.17 746.697

* Calibration site

** Corrected for antenna offset from DMA markers - WGS 72 coordinates
* Inaccessible - no measurements

MEASUREMENTS

Time difference data for X-ray (TDX) and Yankee (TDY), and time

of arrival data for Master (TOAM), X-ray (TOAX) and Yankee (TOAY) were
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recorded for approximately three days at each of the worst case path

measurement sites using an AN/BRN-5 receiver. Mean values of the TD

are shown in Table 4-2. In the following, TOAY data is emphasized

since it represents the signal along the WCP.

Table 4-2. Mean Value of TD at WCP measurement sites.

Site TDX TDY

Tecopa 28674.491 40835.183

Death Valley 28627.787 41218.738

Darwin 28540.667 41663.932

Delilah No Data

Friant 28164.779 42582.931

Merced 27973.838 42788.470

Crows Landing 27710.952 42980.373

Livermore 27459.547 43105.918

Ft. Cronkhite 27192.460 43210.931

Since it was not practical to keep the receiver and cesium time stan-

dard powered at all times, a portable TOA calibrator was used to refer-

ence the cesium standard in the AN/BRN-S to the cesiuim standard at the

Searchlight transmitter. The TOA calibrator consisted of a cesium

standard controlling a Loran Signal Generator. Measurements were made

using the TOA calibrator signal at a site Jean near the Searchlight

transmitter and at the WCP measurement sites. The calibrator signal

was substituted for the X-ray signal into a time difference receiver

at Jean, providing simultaneous measurements of TDC (Calibrator to master

time difference) and TDY. At the measurement sites, the calibrator sig-

nal replaced the Master signal into th- BRN-5, resulting in simultaneous

measurements of TOAC(calibrator time of arrival, referenced to the BRN-5

time standard) and TOAY. Assuming any propagation induced fluctuations
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over the short path from Searchlight to Jean are negligible, the cali-

brator and Yankee data can be processed to give the change in TOA from

site to site.

The algebraic manipulation used to calculate actual site to site

changes in TOA,*taking into account the phase change of the mobile re-

ceiver cesium standard relative to the Yankee standard is:

ATOAY. = TOAY. - TOAYI + 6 (4-1)

where

TOAY. = measured TOAY at site jJ

6. Phase change of mobile receiver cesium standard
jy

relative to the Yankee cesium standard during

the time interval between measurements at site

j and site j - 1.

The phase change, 6y, was estimated using measurements taken with

thc pwortahlc lO calibrator. Calibrator data were taken alternately at

site Jean near the Yankee transmitter (TD data) and the mobile site

(TOA data). The drift was estimated from

S.=6. + 6 (4-2)
)y jc cy

where

6. is an estimate of the phase change of the mobile receiver

cesium standard relative to the calibrator cesium

standard

6 is an estimate of the phase change of the calibrator cesiumcy
standard relative to the Yankee cesium standard.

and 6 were estimated from
jc cy

6C = TOACj-1 - TOAC. (4-3)

and

* IIA 9 _ at the Yankee transmitter were removed from the data before

performing the manipulat ions.
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6 = (TDC TDY) (TDC TDY) (4-4)
cy - TDY TYt

j jj 1

where

TOAC. is derived from a fit to calibrator time of arrivalJ

measurement at site j

TDC = calibrator time difference at site Jean

TDY = Yankee time difference at site Jean

(TDC - TDY) = an estimate of TDC - TDY extrapolated from

TD measurements at site Jean to time t..
3 *

Inserting (5-3) and (5-4) into (5-1)

ATOAY. = TOAY. - TOAY 1 - TOACj + TOAC

+ (TDC - TDY) - (TDC - TDY) (4-5)
J j-i

which can be manipulated to give

ATOAY. = (TOAC - TOAY)_ - (TOAC - TOAY).iJ

+ (TDC - TDY) t (TDC TDY) t (4-6)

In the data manipulation, (TOAC - TOAY). was estimated at selected

reference times using a straight line fit to data taken at the begin-

ning and end of the measurement period at site j. (TDC - TDY) was

computed at the same selected reference times, using a straight line

fit to TD data taken before and after the measurements at site j. The

slopes of the TDC - TDY data at Jean and the TOAC - TAY data at the

sites were not consistently constant. The slopes were nearly equal

at the first three measurement sites, but were significantly different

at the last three measurement sites.

Table 4-3 (second column) shows a range of values for the quantities

in Equation 4-6, which is obtained by computing the values at the be-

ginning and the end of the measurement period at each of the sites.
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Table 4-3. Calibrator and time of arrival
data for WCP measurement sites.

CALIBRATOR DATA TOA DATA ONLY

cum
TDC - TOY- 6TOA ATOA ATOA2

Site (TOAC - TOAY) (From previous site) (From Tecopa) (From previous site)

(us) (us) (us) (s)

Tecopa 226.602 - 226.629

Death Valley 443.305 - 443.389 216.676 - 216.787 216.676 * 216.787 216.700 * 216.766

Darwin 711.863 - 711.902 268.474 - 268.597 485.234 - 485.300 268.372 - 268.378

Delilah No Data

Friant 1369.160 - 1369.168 657.258 - 657.305 1142.531 - 1142.566 657.295 - 657.381

Merced 1573.904 * 1573.930 204.736 * 204.770 1347.275 - 1347.328

Crows Landing 1813.031 * 1813.257 239.101 * 239.353 1586.402 * 1586.655

Livermore 2022.633 - 2077.697 209.376 * 209.666 1796.004 * 1796.095 209.194 - 209.232

Ft. Cronkhite 2264.954 4 2264.971 242.257 * 242.338 2038.325 * 2038.369

The difference results from the difference in slopes of the regression

lines fit to the time difference and TOA data and represents a first

order estimate of the maximum measurement error. Using the mid-range

value as the estimate, the error is plus or minus one half the differ-

ence between the two estimates. The site to site change in TOA (column

3) and the cumulative change in TOA (column 4) is also shown.

An alternate procedure for estimating the site-to-site change in TOA

can be used when cesium reference power is maintained over the measure-

ment time period for two adjacent sites. The phase change, 6jy (see

Equation 5-1) can be estimated from

6. = S L AT (4-7)
JY L

where SL is the slope (Ps/s)of the linear least squares fit to the TOA

data and AT is the time interval in seconds between measurements at

adjacent sites. Again, a range of values is obtained since the slopes

of the linear fits are not identical for measurements at adjacent

sites. The range of values for ATOA computed using the TOA slopes

are also shown in Table 4-3 (ATOA2, column 5) for those pairs of

sites where cesium power was maintained. The ATOA's obtained this
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way are close (within % 100 ns) to the value obtained using the cali-

brator with the exception of the Crows Landing to Livermore value,

where a disparity greater than 150 ns occurs.

In general the measurements appears to be within ± 50 ns for sites

up to Crows Landing and are - ± 150 ns for Crows Landing and Livermore

sites.

The measured values at Ft. Cronkhite, obtained by two separate mea-

surements at Ft. Cronkhite and at Jean, again show experimental accuracy

of about ± 50 ns.

The experimental data are reduced to incremental and cumulative

secondary phase values and compared to predicted results in the next

section.
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SECTION 5

WORST CASE PATH PREDICTIONS AND
COMPARISON WITH EXPERIMENTAL RESULTS

The primary prediction calculations for the worst case path were

obtained using the integral equation technique program, HUFLOC (INEQ2E)

(Reference 5-1). The use of this program required a significant effort

to prepare both the terrain elevation profile and electrical impedance

profile which comprise the basic input data. It was then found that

the straightforward application of the HUFLOC program was extremely

sensitive to the integration step size which was used. This sensitivity

was related to the scale distance between the elevation data points

primarily although there was some effect from the impedance changes.

We first indicate the technique used for obtaining the elevation and

impedance profiles along the path. This is followed by a description

of the numerical predictions that were obtained and their sensitivity

to changes in the terrain and electrical impedance profile and integra-

tion step size. The predictions are then compared to the measured data.

TERRAIN DATA

The terrain (altitude) profile along the worst case path was ob-

'ained from USGS 7.5 minute and 15 minute topographic maps covering the

entire path. The geodesic points along the path from Searchlight to

Fort Cronkhite were obtained using the Sodano method. These points were

then corrected from WGS72 to NAD27 using overlays provided by DMA. The

elevation datawere obtained in feet above mean sea level as a function

of distance in kilometers from Searchlight, Nevada. When the data is

read into the program (through Subroutine GETELV) the elevation data are

5-1. Johler, J.R., and L.A. Berry, Loran-D Phase Corrections Over
Inhomogeneous, Irregular Terrain, ESSA Technical Report IER59-
ITSA56, 1967.
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converted to meters relative to mean sea level and the distance is

converted from kilometers to meters to be consistent with the distance

measure used within the integration routine. The elevation is eventually

adjusted to meters relative to the altitude of the transmitter. The

actual raw elevation data used are given in Appendix 17. FiguOure 5-1 show-s

the altitude as a function of the position along the path. This figure
was obtained using all of the elevation data points along the path.

The elevation is in meters relative to sea level . The original p0roposed

data collection points are indicated and are given in Table 5-1. Also

shown in the table are the primary phase delays using two values for

the refractive index of air, 1.000338 and 1.000260. The former corre-

sponds to the value used in earlier Loran-C propagation studies and pro-

vided with the lIUFLOC code. It is also the value used throughout all

but one of the worst case propagation path calculations. The lower value
1.0002t), was obtained using the formulae in Section 3 in con junction with

the weather data and the fact that the mean altitude of the propagation

path is considerably above sea level. It may be noted that there is a

difference of 195 nanoseconds in the prediction of the primary portion of

the phase at Fort Cronkhite from this change in the index of refraction.

Table 5-1. Worst case path data collection points.

Distance from Primary Phase Delay (,,

Point No. Name Searchlight (km) r,=I.000338 T-=l.OOC

1 Tecopa 136.678 456.062 456.0.

2 Death Valley 201.449 672.188 672.136

3 Darwin 281.737 940.091 940.017

4 Delilah 422.010 1408.149 1408.039

5 Friant 478.270 15f5.875 1595.751

6 Merced 539.778 1801.113 1800.973

7 Crows Landing 611.493 2040.410 2040.250
8 Livermore 674.053 2249.158 2248.982

9 Fort Cronkhite 746.697 2491.554 2491.359
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SURFACE IMPEDANCE

The surface impedance along the worst case propagation path can be

computed using the techniques discussed in Appendix D if the conductivity

and dielectric constant are known along the path as a function of depth.

However, this information is not easily obtained. The conductivity of

the earth as a function of depth depends on frequency and many geologic

parameters; a partial list of the parameters include the type of soil or

rock, its age, porosity, water content with associated dissolved salt,

metallic mineral content, and temperature. If the indicated parameters

of a rock are known, then the conductivity can be estimated by the applica-

tion of various empirical relationships and mixing rules. Since many of

the parameters are usually unknown, the general procedure is to measure

the conductivity experimentally.

The experimental measurements can be divided into discrete and aver-

age measurements. Individual rocks can be brought into the laboratory

and their conductivity measured. In the field, electric well logs can

measure the conductivity as a function of depth at a particular well

site. These discrete measurements are useful as general guides, but can-

not be extrapolated over distances as required in our problem because of

the inhomogeneity of the earth. The conductivity profiles from two wells

situated only a few meters a, rt may be significantly different. An ex-

ample of an average measurement is the earth conductivity estimated from

the decay in field strength about a cotmnercial radio transmitter. Such

measurements are required by all broadcast stations. The conductivities

determined from these field strength surveys represent the average values

of the earth over an area of a few square miles about the broadcasting

station to a depth of about a hundred feet. The estimates used for the

worst case path are based on these average measurements.

Keller and Frischknecht, Reference 5-2, have summarized the radio

data from some 7000 measurements. Table 5-2 shows the general range

5-2. Keller, G.V., and F.C. Frischknecht, Electrical Methods in GCophys-
i('11 'osp'ctin, , Pergamon Press, 19(i6 (Reprinted 1977).
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Table 5-2. Generalized resistivity ranges for rocks of
different lithology and age. (From Refer-
ence 5-2.)

Marine Terrestrial Extrusive Intrusive Chemical
Age sedimentary sedimentary rocks (basalt, rocks (gra. precipitates

rocks rocks rhyolite) nite, gabbro) (limestone,salt)

Quaternary
and Tertiary
age 1-10 15-50 10-200 600- 2000 60-5000

Mesozoic 5-20 25-100 20-5-5t0 -,00-2000 100-10,000

Carboniferous
Paleozoic 10-40 50 300 50 100 V 5(10) 200-100,000

Early
Paleozoic 40-200 100-500 l00-, _.')00 l0,000-100,000

Precambrian 100-2000 'f -5000 200 .000 10,000-100,000

of resistivity (the inverse of the cor i. .:)r different cate-

gories of rocks. Figure 5-2 is a map u- ,, t tJ States, showing
areas of high, moderate, and low near-sui-1;i, iesistivity. The worst

case path lies generally in a -region of high conductivity (low resist-

ivity). Finally Table 5-3 shows Keller and Frischknecht's summary of

resistivities for various specific rocks and formations.

Just as for the topographic profile, the worst case propagation

path was plotted on geologic survey maps of Cali",rnia and Nevada.

For the Nevada portion of the path the Geologic Nap of Clark County,

Nevada was used. In addition to indicating the surface soil properties.

this map also indicates substructure properties. laps for California

were obtained from the California Division of Mines and Geology. These

maps indicate the surface soil parameters. The bedrock structure along

the path for the state of California was obtained from the Oil and Gas

Investigations MAP OM-215 from the Department of the Interior, USGS.

The following procedure was used to estimate the conductivity

values along our path. First, geologic maps were used to estimate

the type of soil and rock as a function of distance along the path.

111) to three layers were allowed to define the rock type with depth.
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Figure 5-2. Areas of high, moderate and low near-surface resistivity
in the United States, as indicated by resistivity measure-
ments near radio stations. (From Reference 5-2).

Then for each ma tCria l type , a rang of cond c tivi ty values was de-

terminled from the radio resistivity stimilla ik'ies. Since tie path lies

in a reg ion of generally high conductivity, a value Ol tile high side

of tilet incall conduct ivitYv was then chosell.

At radio frequencies, the die lect ric constant is of secondary

importance in determining the signal propagat ion. The dielectric

con stanlit is det e rm i ned bY tile tyvpe and fractioiis of tile materials in

tile" SOi[ Or r'ockS, M~ost dryN rock material has a relative dielectric

constailt of ;ihout 3.5; water lhias i value of about 81; and air has a

v Ilie o I 1. It' the faction of cact of these three components in a

rock are known , lihen the composite relative dielectric constant canl

he ca Iculated from tile appropriate mixing relations. We do not know

tihe component fractions of tile rocks, So allill we rely oi general sum-

lii I'V dat .
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Table 5-3. Summary of resistivities measured about radio stations.
(From Reference 5-2).

A\res and age of rocks Formation naines Lit logy Average 95 rangetivit
(ohm-ni)

Qoat4'rnary aIluvium, Pacific coast Alluvium, lake deposits. 75 43-130
beach sanid, glacial drift

Qtiira- alluv iuim, RockY' Mi un ts G ia cingh uiiirat e Alluvjim, boloit 99 5- 170
deposits, lake beds,
windblown sandsl

QuateritarY alluiviumn, Alisissippi Alluviuim 182 1015-408
Valley

Quaternary sedimentary rocks, Ileainlonit clav Sand anid gravel 78 40-155
V.Ulf COaLSt states Linsie forniationt

Quaternary sedimentarY rocks, Sand and gravel 3140 182-645
Atlantic coast states

Quaternary limuestones, Atlantic andl Auiastaiiia formiat ion Limestone 14:3 106-193
Glulf Coast States Miami colitel

Key l~argo limestone
Tertiary sedimentary ro-'ka, Pacific Terrestrial sediments, 275 172-440

coast states (terrestrial) volcanics
Tertiary' marine sedimentary rocks, Sandstone and shale 167 114-247

Pacific coast
Tertiary voleatiis. Rliallts volcanics Latite, lava, basalt, 167 114-247

itoc)ZY Mountainls Hinsdale formation andesite, rhyolite.

sani Juanl tuff breccias
Silveilon series
P'otosi series

Miocene and Pliocene sediuimentAi-v Santa Fe formnation Terrestrial sedimentm, 80
rocks, Rocky Mountainis lake beds

Miocenie anmd Pliocene sedimentary Ogallala formaition Channel deposits, sauld, 55 38-82
rocks, Great Plains Arikaree formation milt and gravel

Miooene sedimentary rocks, Alum Blutf group Frestinater niarls, santd, 480 263-830
Gulf Coast states Choctawbatchet fi. silt widi gravel

Hlattiesburg clay
Oakville formation

Miocene sedimentary rooks, Yorktown formuat ion Unicoinsolidated and, 457 320)-6320
mid-Atlantic coast Duplin marl Clav. coquinas rock,

Shell beds
Miocene sedimentary rocks, Talima liniestolie Limuestoinu. sandstone 2010 119-357
south Atlantic coast Catahloula saliisitoite

Miocene and Pliocene volcanic@, Columbia Iliver basalt ltasast. anidesite, rltyolite 25 7 132-500
Pacific northwest Cascade andesito tlu ... i l tuffT

Yakima basalt
Wenas basalt

Oligocene sedimentary rocks, White River grioup tuv-reati) lal li . 10:1
Great Plains ast lo Rock conglorni it. silts, and m aiidstoiiesl

Eocene and Oligocene, sedimenitary V'ieksibirg giouiit Marl-, hliii,1tiie, sanld. I M11 104 3401
rocks, Gulf and Atlantic coast ,lackson grouip ~ ait't -ILi

Claiborne group~
Wilcox group
Midway group

Focene sed. mentary rocks, Great Greeni River foruiat ion SI lale al I iime-st1k 63i U1 :18 1
Plains and Rocky Mountains Wasatch forniat iont

Deliver fornat ion
Arapahoe formiationi
Fort Union formiatioii
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Table 5-3. Continued. I

Area and age of rocks Formation nanmes Lithology Aeivgetragei
rresistivity

(ohm-m)

U~pper C'retaceous sedimentary rocks, Montana group Shale, sandstone, 40 33-71
Great Plains Pierce shale lignite, chalk,

Foxitills sandstone calcareous shale
Laramtie fornmat ion
Niobrara formation
Bentton shale
Dakota santdstone

Cretaceous sedimentary rocks, Mesa Verde formation Shale and satntstono 80 63-143
Ho, ky Mountains Colorado sltalo

Dlakota sandstone

Morrison format ion
Cretaceous sedimentary rocks, Ripley formation Marine sandstones, 410 130-1300

Gulf and Atlantic coast, Selina chalk marls. clai', chalk

Eut-ah format ion
Tuscaloosa formation

Cretaceous sedimentary rocks, Navarro formation Marine sandstones, 48 28-82

Texas and Oklahoma Traylor marl miarla, chalk, clay
Austin chalk
Eagle F'ord forma~tion
W~oodbine format ion

Lo~wer Cretaccous sedimentary rocks, Washita group Sandstone, anhydrite, 95 48-188
Texas and Oklahoma Fredericksburg group limestone

Trinity group
Triassic rocks, Chicopee shale Intrutsive diabase, 613 310-1220

New England states Granl'y NTut basalt, tuff, shale,
Longmueadow sandstonte sandstone, conglomerate,
Mount Toby conglomerate arkose
Sugarloaf arkose

P'ermiian sedimentary rocks, cloud Chief format ion Dolomite, limestone. 48 29-88
mid-contiment Duincan formation gypsum, salt, shale,

Woodward group anhydrite, sandstone
Enid formatiot

WVichita formation

P'ennsylvanian sedirnemtarvy rocks, Pontotoc group Sandstone and shale 70 46-105
mid-continent Nelagoney format ion

Oclit-lat a forniti on

Seinole coiiglonierat e

floldenv lie shale
Wetunika shale,
Calvin sandstone

P'enns 'Ylvallianl sedimentary i cks, Monongahela formation Sandstone, shale, coal, 154 88-270
Creat Lakes and northeast states Concmnaugh format ion limestone, iron ore

Allegheny formation
Potttsvjill group J

Mississippian sedimentary rocks, Chester age Sandstone, shale, salt. 230 109- 490
midwestern states Meramee age coal, gypsunm, dolomite,

Osage age andhydrite, liiest ono

K tuderhook age

.Mississippian sedlimntary rocks, Mcrantec. age Santdstone, shale, I116 83-135
O h io anti Indiana Osage age limtestone

Varhoutiferous granite, Appalachiants Granite inttrusionts 420 313-555
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Table 5-3. Continued.

Average 9,ci9,/ renge iit
Area and age of roulks Formation names lit hol-gy resistivity rsist 'itv

(ohm-n)

Carboniferous and Devon ian rocks, Cam bridlge slate Volcauics slal e, hi :141-1310 I
New England states Roxbury conglomerate onglomerate, pIhylli(,

Mattapan volcanics
Dighton conglomerate
Rhode Island formation
\Vamsutta formation

Worcester phyllite
Upper Devonian sedimentary rocks, Hamilton age Sandstone, shale, 1315 75--244

midwest and northeast states Marcellus age limestone
Onondaga ago
Helderberg age

Upper Devonian sedimentary rocks, Portage age Black shale, sandstone 223 127-395
midwest and New England Catskill age

Silurian sedimentary rocks, Cayuga age Limestone, dolomite, 162 111-2:13
New England states Lockport age shale

Clinton age
Silurian sedimentary rocks Cayuga age Limestone, dolomite, 842 ;3 114

midwestern states Lockport age shale, calcareous shale
Clinton age

Ordovician sed'mentary rocks, Maysville age Shale, limestone, 185 111-313
northeastern saates Eden age dolomite

Trenton age
Chazy age
Beekmantown limestone

Ordovician and Cambrian sedimentary St. Peter sandstone Sandstone, limestone, 213 132 345
rocks, Great Lakes area Prairie du Chien dolo. dolomite, conglomerate

St. Croixan rock,

Ordovician and Cambrian rocks, Taconic sequences 303 147-525
western New England

Cambrian rocks, Appalachian area Conococheague Is. limestone, shale, 385 3410-138(0
flonaker limestone quartzite, sandst-one
Potsdam sandstone
Waynesboro shale

Algonkian and Archean rocks, Phyllite, schist, gneiss 1200 250-590
New England states

Keewenawan and Huronian rocks, Portage Lake series Sandstone, conglomerate, 185 890-1070
Great Lakes area basalt, rhyolite, slate,

iron formation
Algonkian and Archean rocks, Wismahicken schist Schist, phyllonitc, 500 119-389

Appalachian area Coekeysville marble marble volcanics,
Setters formaticqi limestone, granite

Algonkian and Archean rocks, Granite, gabbro, gneiss, 530 312-813
southern Appalachians metabasalt, aporhyolite

Algonkian rocks, Montana Wallace formation Limestone, shale, 320 323-874)
Helena limestone quartzitic limcstone
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The relative dielectri; (iistant normally ranges from values as

low as 4 for dry quartizitic rocds to as much as 20 for rocks with a

high water content. For our path we assume a range of values from

5 to 20, correlated with the (assumed) water content of the materials.

Dry rocks such as volcanics and other high resistivity (low conductiv-

ity) rocks will be assuwed to have low relative dielectric constants.

High water content materia . such as basin and stream channel deposits

will be assumed to have high retative dielectric constants. The

intermediate materials will be a:sumed to have intermediate values.

The actual data used o caliulate the impedance along the worst

case path is described in ,)peidix F. The impedance amplitude is shown

in Figure 5-3 as a function ' distance along the path. In general,

the phase of the impedance varies between .2461T and .2507r, the lower

phase going with tile higher impedance. From this small range in the

phase of the impedance it can be seen that the relative dielectric con-

stant is essentially unimportant for these calculations sincc the im-

pedance can be represented very closely by a constant multiplied by vJ

PREDICTIONS

The initial test calculations for the worst case path were made using

the topographic data, exactly as it had been derived. An integration step

is determined from the requirement that an integral number of steps be

taken between the transnitter and receiver. It was then noted that when

calculations were made at increasing distances from the transmitter the

integration step changed by a few percent (or less) and tile computed

phase for a given intermediate point (iimterpolated from the calculated

phase) could vary over a iange of many hundred nanoseconds. This problem

was traced to the fine grain description of the topographic profile. The

computed profile picked out _-,or the data base for use in the predictions

might change drastically in some regions because of the rapidly varying

surface. Large altitude fluctuations can occur over a distance of a few

tenths of a kilometer. As the integration step size was varied slightly,
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entirely different profiles were obtained for the height and its first

and second derivative. Some unusual values were also obtained because

of the use of a quadratic interpolation routine on an arbitrary distribu-

tion of data points.

Reducing the step size to solve this problem is impractical and the

decision was made to smooth or filter the topographic data. Since the

wavelength of the Loran-C wave is 3 kilometers, we expect that surface

fluctuations of a scale size sitaller than a wavelength should not be

important in the far field for the propagating surface wave. Also, the

method of solution assumes that the surface impedance and topographic

variations will be relatively smooth from one integration step to the

next.

The original topographic data were shown in Figure 5-1. The result

of smoothing the topography over a distance of 2.2 and 6 kilometers is

shown in Figure 5-4. The upper curve has been offset upward by 1000

meters. Note that in this figure the terrain data has been referenced

to the transmitter altitude, thus the significant offset from the orig-

inal data referenced to sea level. [he effect of smoothing over 2.2

kilometers is shown for the individual sites in Figure 5-5a through

5-5h. For Livermore an obvious error in the original data can be seen.

In the first test calculat on over the worst case path the incorrect

point was not picked up bec,,usc of the particular grid size. Had it

been picked up, there would have been a divide check and overflow in

the computation because of the interpolation routine. This error in

the data was corrected.

Initially no smoothing was done for the surface impedance or conduc-

tivity. Eventually two test cases were run for which the surface imped-

ance was smoothed but the smoothing of the impedance had little effect on

the computed phase at the data collecting sites, except near Delilah.*

For the discussion of the prediction capability, ten separate cal-

culations haxe been chosen. Table 5-4 indicates the important param-

eters used for each calculation. For all but two runs, the integra-

tion step was nominally 0.9 kilometers. The initial calculation

*The site unfortunately was bypassed as a data collection site.
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Table 5-4. Parameters for different HUFLOC (INEQ2E) computer runs for
worst case path.

AX Sz, Smoothing SA, Smoothing
Case Integration Interval for Interval for n a/ae  ae
No. Step (km) Terrain (km) Impedance(km)

1 1.0 2.2 0. 1.000338 0.85 7491 km

2 0.9 2.2 0.

3 0.9 6.0 0.

4 0.45 6.0 0.

5 a 0.9 6.0 0.

6 0.9 6.0 6.0

7 0.9 30.0 30.0
8 b  0.9 6.0 0.

9 0.9 COC 0.

10 0.9 6.0 0. 1.000260 0.79 8060 km

aA run for which the temN-r 1 1  was removed from the integral

equation formulation. See discussion in Section 2.
bA case for which all values of the conductivity along the path were halved.

C(-) for Sz indicates a case for smooth earth calculation, ie, z-z=z"-O.

used 1.0 kilometers and a short test calculation was run with Ax =

0.45 kilometers. For all but the last calculation the index of re-

fraction of air was taken as 1.000338 and the ratio of earth's radius

to effective radius was taken as 0.85. These essentially empirical

values have been extensively employed in previous applications of th-

integral equation program (Reference 5-3). From the section on weather

data, it can be seen (Figure 3-1) that these two values are not con-

sistent with the theory based on the linear gradient of the refractive

index, since n = 1.000200 would correspond to a/ae = 0.85, and n =

1.000338 would require a/ae = 0.67. As discussed in Section 3 and in the

recommendations, a methodology for incorporating nonlinear gradients

of the atmospheric refractive index would be required to permit proper

treatment of the refractive index and its variations.

5-3. Horowitz, S., Uaer's Guide for ESD Loran Grid Prediction Progrwn,
RADC-TR-77-407, December 1977.
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The predicted secondary phase at the original nine observational

sites are shown in Table S-5 for the ten different cases in Table 5-4.

For column 1, case 1, Ax -1.0 km and only the elevation profile was

smoothed with an averaging distance of 2.2 kilometers. The conditions

for the calculations in the second column were identical to those of

the first column except that Ax was decreased from -1.0 km to -0.9

km. The changes ranged from one nanosecond for Friant to 23 ns at

Livermore (the 56 ns change at Delilah will be ignored since no data

was collected at these). It should be noted that the differences are

both positive and negative.

For the calculations in column 3, the smoothing distance was in-

creased to 6 km. This further smoothing of the topography tends to

decrease the secondary phase. The computed secondary phase as a func-

tion of distance for this case is shown in Figure 5-6. The experimental

data points are also shown on the figure. The sensitivity to integra-

tion step size is still inherent in the computer program. This can be

seen from the three computed points in column 4 where the step size was

halved. We have chosen to use case 3 as the base case in subsequent

comparisons with measured data. Similar conclusions would result from

choosing case 1, 2, 4, or 6.

Table 5-5. Computed secondary phase in nanoseconds at the original
Worst Case Path data sites for the different calcula-
tional conditions given in Table 5-4.

Sit 1 2 3 4 5 6 7 8 9 1'10

Tecopa 1313 1292 1224 1240 1222 1222 1208 1572 950 1215

Death Valley 1788 1797 1679 1679 1677 1667 1460 2139 1307 1663

Darwin 1964 1953 1851 1870 1844 1854 1646 2335 1580 1822

Delilah 3624 3680 3442 3427 3505 3290 4196 2518 3384

Friant 3743 3742 3616 3602 3614 3394 4379 2811 3554

Merced 3608 3620 3510 3496 3506 3309 42-13 2883 3441

Crows Landing 3706 3713 3613 3600 3615 3396 4326 3101 3536

Livermore 4038 4061 3949 3936 3951 3774 4711 3384 3865

Fort Cronkhite 4198 4187 4048 4035 4049 3726 4840 3563 3957
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Case 5 is a special one for which the integration routine was modi-

fied to eliminate the factor 4i + (:')- 2 in the integrand (see Equa-

tion 2-9). As pointed out in our discussion, this factor would not ap-

pear if more rigor had been used in the derivation of the integral

equation techniques. However, for the degree of smoothing, this term

has been rendered negligible as can be seen by comparing columns 3 and

5. The effect is a met decrease of -13 to 15 ns from Darwin out to

Fort Cronkhite.

For case 6, the smoothing was applied to the surface impedance as

well as the height profile. Comparing these results to those in column

3 shows that for most of the points, the smoothing of the impedance

introduces a negligible change in the computed phase. The one excep-

tion is Delilah where there is a very rapid fluctuation in the imped-

ance. This fluctuation is almost eliminated by the smoothing tech-

nique applied.

The calculations for column 7 indicate the effect of smoothing

both the height profile and the surface impedance over a larger dis-

tance, in this case 30 km. The first three data points are almost un-

changed, but the smoothing of the high mountain region decreases the

phase'by 1100 ns by the time Fort Cronkhite is reached. Part of the de-

crease apparently resulted because the smoothing significantly reduced

the altitude of the highest peaks.

The purpose of case 7 was to test the conjecture that a crude model

of the terrain, while not reproducing the detailed phase variations,

would provide an estimate of terrain effects in regions well beyond

(ie, on the receiver side) large terrain features. It can be seen by

comparing with case 9, where terrain effects were suppressed, and with

experimental results that this crude representation of the terrain is

a significant improvement over ignoring terrain effects altogether.

Case 8 indicates the strong dependence of the additive phase on

the estimate of the surface and subsurface conductivity. For this

case, all values of the conductivity were decreased by a factor of
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two. This has a negligible effect for those regions where the con-

ductivity is very high (like sea water) but has a large integrated ef-

fect in the low and intermediate conductivity regions. There is an

immediate - 350 ns increase in the computed phase at Tecopa and an 800

ns increase at Livermore and Fort Cronkhite. The computed secondary

phase for this case is also shown in Figure 5-7 (upper curve). The

curve for case 3 and experimental data are also shown for reference.

Obviously small adjustments in the choice of material conductivity

could be used to make the theory and experiment match.

Case 9 was a special case with z =z' = z"=0, ie, a smooth earth

calculation with worst case path impedance. It can be seen, by com-

paring with column 3, that the net effect of including the height r,-
file is to increase the additive phase. The largest change occurs "

Delilah and then tends to decrease with increasing distance.

The final example, column 10, was calculated using an index of -e-

fraction n= 1.000260 and a/ae =0.79. The value for the index of z

fraction was obtained by taking into account the weather conditions

along the path and the fact that the path is wel above sea level. An

air pressure of 870 mb was used instead of 1000 mb. The increased ef-

fective earth radius produces a progressive decrease in the additive

phase as a function of distance. The net change at Fort Cronkhite is

91 ns. To this decrease must be added the decrease in the primary

phase obtained from using the lower value of the index of refract 'n.

This was listed earlier in Table 5-1. For Fort Cronkhite there i. a

phase reduction of 195 ns for a net decrease of 286 ns. Obviously,

the total calculated phase is strongly dependent on the value of the

index of refraction and the effective earth radius values as well as

on the conductivity and elevation profile along the propagation path.

COMPARISON BETWEEN PREDICTED AND MEASURED VALUES

The measured results have been shown graphically for comparison

with various predictions. Table 5-6 is a c.'pilation of measured and

predicted results, using case 3 (Table 5-) z'; the base case prediction.

93



co

4, 4J

- L1

wj/ - S) (04

(0 lt 0-

LJ' EU 4

LiLi) -1w

H C v

LI)

S-U

0

04-

CL 4)) d)
N ~ 4nM

CLL

00
LC

(SPUOOOSOJDLW) 3SVHd AWVONOD3S

94



Shown in the table are time of arrival, incremental (site-to-site)

changes in the time of arrival, secondary phase and incremental (site-

to-site) changes in secondary phase. Since there is no absolute ref-

erence for measured TOA's, we were forced to choose one. Both time of

arrival and secondary phase values have been arbitrarily adjusted to

match predictions at Tecopa. Other choices, such as minimizing the

square difference between measured and predicted values could also be

used. Any other choice would not change our basic conclusions. The

meaningful comparisons are between measured and predicted incremental

TOA's.

After the first two or three sites the differences between measured

and predicted incremental values are as large or larger than the dif-

ferences between measured and predicted cumulative values, ie, there

is no error buildup. This is attributed to the highly variable terrain

and impedance and the sensitivity of both measured and predicted values

to local variations. The effects of local variations, while strongly

affecting the local measurement or prediction tend to average out for

observations or predictions further down the path.

The good agreement between measured and predicted values at Ft.

Cronkhite is of course dependent on the choice of the origin for the

cumulative predictions and thus may be considered fortuitous. How-

ever, we do expect predictions to be better in a region beyond a sig-

nificant terrain feature than at locations where terrain and impedance

features are varying rapidly.

In general, the combination of measurement error and the difference

between measurements and predictions were in the vicinity of a half

microsecond. The probable measurement error was significantly smaller

than a half microsecond, with the possible exception of the Livermore/

Crows Landing measurement.

Finally, it should be noted that the difference between measurements

and predictions can be made very small by small adjustments of impedance

value. Figure 5-7 clearly illustrates this possibility. The predicted

phase value for the original impedance values and for an increase of

about ,/Tin impedance magnitude bracket the measured results.
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COMPARISON BETWEEN MILLINGTON'S TECHNIQUE
AND THE INTEGRAL EQUATION METHOD

A set of comparison test calculations were made using Millington's

technique and HUFLOC for the Worst Case Path. The Millington

method was used to calculate both the phase and amplitude of the atten-

uation function using a twelve segment approximation for the worst case

path impedance. The amplitude of the approximate surface impedance is

shown in Figure 5-8 as the heavy line against the surface impedance used

by HUFLOC for the worst case path. The computed secondary phase is shown

in Figure 5-9 where it is compared to the reference case integral equa-

tion results. As in the previous figures the experimental data are

referenced to the predicted value of Tecopa, using case 3 (Table 5-5).

If the experimental data was referenced to the Millington calculation

for Tecopa, all the experimental points would be lowered by -.4O0 ns.

The integral equation calculation would still appear as the better

prediction however. The log of the amplitude of W, calculated using

Millington's technique is compared to the reference case in Figure 5-10.

From this comparison it appears that the average long range attenuation

is primarily a function of the surface impedance for the integral cal-

culation although the topography does cause rapid local fluctuations.

As an additional test, the terrain profile was suppressed in the

HUFLOC calculation, ie, z = z' = z" = 0. The results of this run and the

Millington calculation are shown in Figure S-11. It can be seen that

the rapid changes in the original worst case path impedance produce,

on the average, only local fluctuations in the secondary phase.

Optimization With Millington's Technique

A procedure similar to the U.S. Coast Guard procedure for optimizing

impedance maps was used to adjust the impedance to minimize the standard

deviation between predicted and measured value at the first seven mea-

surement sites. In this procedure, the surface impedance of the seg-

ments is allowed to vary in an iterative calculation and impedance

values are determined that minimize the rius error between measured and

predicted results. The impedance results are shown in Figure 5-12.
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The secondary phase predictions are shown as filled circles on Figure

5-13. The results indicate that impedance adjustment can be utilized

to compensate for terrain induced variations.

COMPARISON WITH USCG CONDUCTIVITY MAP

The impedance profile along the WCP was approximated using the USCG

conductivity map for the West Coast Chain and the secondary phase cal-

culated using Mfillington technique. The original secondary phase pre-

diction calculated by Millington's technique using the USCG conductivity

values was about 1 microsecond higher than the more detailed predictions

along the WCP. The large difference occurred because we used a lapse

rate of 0.85 while the USCG conductivity fit is derived from secondary

phase data calculated for a lapse rate of 0.75. Performing the calcula-

tion with a lapse rate of 0.75 produced much better agreement between

the integral equation results and Millington results, although the

Millington results are still high. Table 5-7 shows the HIJFLOC base

case predictions, measured values, total secondary phase values using

Mlillington's technique for lapse rates of 0.75 and 0.85, and additional

secondary phase values for a lapse rate of 0.75. USCG predicted values

for the ASF are also shown (Reference 5-3). Our predicted ASF values

are still higher than the USCG values. This could be explained by a

difference in segment length for conductivity area obtained from the

conductivity map.

This comparison exercise indicates that using the best estimate of

the actual lapse rate during the calibration period would improve the

accuracy of conductivity estimates.

5-3. Private communication. Comment on Report GE78TMP-51, transmitted
via Mr. L.D. Dowdy, contracting officer, October 1978.

103



4J

UU

x 

0

LL)

4J

0C
L) 0 Li

4.D C
C 4)

f ) 41

4) C) 0.

. 1-4 x
41'

3: CLC

~ 0

06 4

Uf) E

0

CLC

IL A

N4) )

(SU30.DW 3SV~ ava 0

100

4I



(n to 04 -l - -%

U")

0 -U

Cu) a D r M Mu

CL I1 0 .- G 0 0- C) C) L
0 4. &A J '0 0 - ~ 0 0

- A V? ) CJ A .

> eno a

IV >C W C C

40). ul

. 0 0/

V) Cl n -Q D e

t,~ 'n -- Loc- c)a 0 C
4A to O- 0l cm LA (D-o t,.o - .- 0 - C) . 0

'-(0( c0 C).

'0c 0~ CC

C- 4J ul r m n -
C C0 0 1 0 A 0 o 0 0 ~ 0 "

a)-- "a o m N P. c

o S. I

aS-

S-'U~ ~~~ LA>L V .

~~~.C 0 A CU LAC-A L

U) 0 CJ ~ C\ -105C



SECTION 6

PREPARATION OF HARBOR GRID

One of the experiments using the U.S. West Coast chain was designed

to acquire data to calibrate San Francisco Harbor. This section de-

scribes some of the initial predictions that were made to assist in

planning the San Francisco Harbor Calibration Experiment. A summary

of results for the Harbor Experiment is also included.

INITIAL PROCEDURES - SIMPLIFIED PREDICTIONS

USING LOCAL DISTURBANCES

There are two primary effects that may distort the TDX-TDY grid

lines in the region of San Francisco Harbor. The more widespread of

these two effects is the result of propagation path properties changing

abruptly when the path makes the transition from land into San Francisco

Bay. At the land-sea transition the secondary phase undergoes a rapid

decrease as is illustrated by a simple example in Figure 6-1. For a

homogeneous path, the secondary phase increases almost linearly with

distance. In the figure, the distance measure is in kilometers from

the land-sea transition. At the transition the phase suddenly drops

by over 100 ns and is just beginning to increase with distance again

45 kilometers from the coastal transition. This behavior is typical

of all transitions from a higher to lower surface impedance. For the

land to sea (a = 5 mho/m) transition the difference between the all

land path and the land to sea path is primarily a function of the land

conductivity and only weakly dependent on the distance from the trans-

mitter to the transition as long as this distance is greater than ^-100

km. Figure 6-2 shows the calculated difference as a function of dis-

tance from the transition for a 9= .002 and .005 mho/m. This transition

effect was employed to calculate the first order spatial anomalies

relative to an idealized TDX-TDY grid for the San Francisco Bay area.
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Figure 6-1. Effect of a land sea interface
on the secondary phase.

The second major perturbation to the LORAN-C signals is the system

of major bridges which cross San Francisco Bay. Reflections from the

bridges should produce a distortion in the phase in the neighborhood

of the bridge. This effect has been investigated theoretically in an

approximate way to estimate the magnitude and spatial extent of the

phase perturbation.
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Figure 6-2. Phase change vs distance from

the land sea transition.
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Idealized Grid and Land-Sea Interface Distortions

To provide a visual aid for experiment planning, TEMPO prepared an

idealized grid for the harbor. An idealized grid for the 2 LOPs is

parameterized by 6 quantities; 4 average phase velocities and 2 emis-

sion delays. The time differences for any user position with latitude

L and longitude X are given by

TI)x(LX) = EX + dx(L,X)/Vx - dM(L,X)/VVX (6-1a)

TDY(L,X) = Ey + dy(1,X)/Vy - dM(L,X)/VMY (6-1b)

where

L = Latitude of user position

X = Longitude of user position

EX  = Emission delay for X-ray (ps)

Ey = Emission delay for Yankee (ps)
VMX = Average phase velocity from Master for TDX (km/s)

VY = Average phase velocity from Master for TDY (km/ps)

V X = Average phase velocity from X-ray (km/ps)

Vy = Average phase velocity from Yankee (km/as)

dM (L,X) = The geodetic distance to Master (km)
dx (I,X) = The geodetic distance to X-ray (km)

dy (L,A) = The geodetic distance to Yankee (km)

Note that TD measurements at three positions (3 TDX, 3 TDY) are suffi-

cient to determine all the parameters in the idealized model. When

less than three measurements are available, parameters must be esti-

mated by predictions or obtained from other sources. To obtain suf-

ficient accuracy, in Equation 6.1, distances are computed using geo-

detic formulae for an ellipsoidal earth and as a result there is no

closed form inverse (latitude, longitude, given TD's) of Equation 6-1.

*Obviously, in the real world, VMX and VMy must be equal, and they are
treated so in this subsection. However, 6.1 can be used as a numerical
fit to data,_as it-is in later sections and a better fit can be obtained
by allowing VMX $ VMY.
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It must be solved by an iterative procedure which is started by calcu-

lating L0 and X0 for a spherical earth for which a closed form solution

exists. A Newton-Raphson iteration is then performed to solve for L

and A. This procedure is very powerful and usually converges in 2 or

3 iterations.

To obtain the necessary parameters for the initial idealized grid

from available data, Ft. Cronkhite data and USCG chain calibration data

were used. From the chain calibration data the values of the emission

delays were determined by averaging TD data taken on the baseline ex-

tensions. The values obtained were

EX = 28094.467 Vs

Ey = 41967.620 lis

The phase velocity V y was estimated using the phase predicted from the

integral equation program for the Yankee path to Ft. Cronkhite. Then

values were assigned to VX , VMX and VMY which, when adjusted for the

land to sea interface effects, matched the Ft. Cronkhite data for TDX

-and TDY reasonably well. The phase velocities determined were

VMX = V = VM = 0.299061 km/ps

VX = 0.298304 km/Ps
Vy = 0.299150 km/s

The above parameters were used with Equation 6-1 to prepare linear grids

for the harbor. An example of this grid is shown in Figure 6-3.

To estimate the magnitude of spatial distortion relative to the

idealized grid due to the land-sea interface, a Cartesian grid was

drawn up over San Francisco harbor. The over water distance between

each grid point and the shoreline was estimated for the propagation

paths to the Master and X- and Y- transmitter of the Loran-C chain.

These distances were converted to changes in TDX and TDY from the

initial grid values using the data shown in Figure 6-2. For the Master

and Y transmitter paths the curve calculated with a = 0.005 mho/m

(c/C° = 12) was used while the curve for a = 0.002 mho/m (c/c° = 12)
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was used for the X paths. Equal phase change contours were then con-

puted by interpolating between the data obtained at the grid points.

It is assumed, to a first approximation, that all transitions after

the first would occur in pairs (at least for sea water points) and

would approximately cancel. With these assumptions the first order

corrections were easily obtained. It was found that the land-sea

boundaries around San Francisco bay can produce large spatial anomalies

in TDX and TDY that vary strongly with position.

Time difference error contours derived as described above are super-

imposed on the linear grids. Outside the Golden Gate bridge the TDX

variation produced by the land-sea transition ranges from +200 ns to

-25 ns while the TDY variation ranges between +50 ns to -75 ns (see

Figures 6-4 and 6-5). It must be remembered that these variation con-

tours have been calculated using only estimated distances and ignoring

localized effects other than surface impedance variations. The pre-

dicted TDX distortion is negative throughout the inner harbor ranging

from -- 200 ns to -~ -400 ns. Again, the predicted TDY distortion is

less than for TDX, ranging from -- 75 ns to - +50 ins.

Although the assumption of a constant average phase velocity appears

reasonable for the propagation paths to the master transmitter (Fallon)

and to the Yankee transmitter (Searchlight), we anticipated that this

assumption would very likely be poor for the X-ray path (Middletown).

Investigation of conductivity maps suggest that even over the small var-

iation in azimuth for a path from Middletown to positions in San Francisco

Harbor, there is at least one major change in the path impedance. Due

to the marshy nature of the northern end of San Pablo Bay it is also

difficult to determine where the change from low to high conductivity

occurs. This could lead to significant errors in estimation. The

actual errors as determined by the fixed site data, and an explanation

of the errors are discussed later in this section.
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Phase Perturbations From Large Bridges

Several bridges cross San Francisco Bay shipping channels. These

bridjes are long enough and high enough so that their overall dimen-

sions are an appreciable fraction of a wavelength at Loran-C frequencies

(X= 3 kilometers). Thus it night be expected that reflections from

the bridges could produce phase distortions and hence errors in the

received Loran-C signals, producing errors in the TOA's.

The following approximate calculations was carried out to investi-

gate the magnitude and areal extent of the possible distortion. The

Golden Gate bridge was used as a model. The bridge is 1380 meters long

and the two main support towers are 230 meters high. These dimensions

correspond to - X/2 and X/12 respectively. Steel cables extend across

the tops of the support towers with the road bed suspended by closely

spaced vertical steel wires.

As a first approximation for the scattering efficiency, the bridge

is replaced by a perfectly conducting rectangular plate. The water

surface is also assumed to be perfectly conducting. The scattering

cross-section, C, for a flat plate of length b and width h at normal

incidence is given by

a z:4ir(bh/X) 2 m 2(6-2)

Because of the reflection in the water surface the dimension h is twice

the height of the bridge, ie, X/6; thus, one obtains

2
C r TT/36 (6-3)

For R >> X we would expect that the ratio of the scattered power P sto

the incident power, P.i would vary as

P 2
a T R (6-4)

P. 2 144R

where R is the distance from the bridge in the same units as the wave

length A.
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Near the bridge (R << X), we would not expect the bridge to look

like a perfectly conducting plate. The maximum value that P s/Pi could

attain would be unity. For this analysis we assume that the maximum

value which can be attained is less than unity and given by

47rbh/ 22 z (6-5)

1
max

Then

Ps - a r/36 2r(6-6)
p 2 2' Xi X +4TrR = r+(kR)

rather than equation 6-1. With this approximation the ratio of the

amplitudes of the scattered to incident electric field is given by

=1 -- 6(6-7)
E. ir + (kR)

The phase fluctuation can be examined by summing two complex

terms representing the incident and reflected waves. The incident

Ei and scattered E waves can be represented by

Ei = E exp (-ikR) (6-8)

Es = E so(R) exp (ikR + i6) (6-9)

where

E 0r/6

ii + (kR)2

where 6 is the phase change produced when the incident wave is scattered

by the bridge and the time dependence ei t has been suppressed. Then

the totals field at any distance R from the bridge is given by

E E
E E + Es  E ° exp (-ikR) 1 + so exp (2ikR + i6) (6-10)
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For a perfectly reflecting scatterer 6 would equal to 7r radians and

for this rough approximation we will use 6 = ir. Then the phase fluc-

tuation of a CW signal scattered backward by the bridge is given by

E
AO = Phase 1 + o exp (2ikR + H) (6-11)

This phase fluctuation in nanoseconds has been calculated as a function

of x and is shown as the dotted line in Figure 6-6. The two horizontal

lines in the figure indicate the ± 50 ns region. If the wave were

incident at an oblique angle, then the spatial period of the fluctua-

tions might be expected to decrease.

The results so far derived have not taken into account the fact

that Loran-C operates in a pulsed mode rather than in a CW-mode.

Further, the measurements are made at a zero crossing approximately

30 ps from the beginning of the pulse. Therefore, if the round trip

time between the observation point and the reflection point is greater

than 30 ps, there will be no interference. To see how this affects

the results obtained above, assume that the envelop of the Loran-C

pulse is given by

f(t) = t2 exp (-2t/65) (6-12)

where t is the time in ps. Then Eso must now be represented by

f(T)/f(30) T = 30- 2 x n > 0

E ( x ) E 0_ 7 _/ 6 _ 2 _ 
c

ITr + (kx) 0 < 0

(6-13)

Using this functional dependence rather than that given by Equation 6-8

the solid curve in Figure 6-6 was computed. The pulse processing at

approximately the third zero crossing decreases the magnitude and

extent of the phase perturbation.
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HARBOR EXPERIMENT

The San Francisco Harbor Experiment was designed to provide data

for an evaluation of the potential use of Loran-C for high accuracy,

all-weather navigation in a harbor and harbor entrance environment.

Specifically, data were obtained to evaluate three modes of Loran-C

navigation; normal, repeatable and differential. Procedures used in

C1-e evaluation were to prepare a Loran-C grid using fixed site data,

to compare vessel position as measured by the Trisponder positioning

system and Loran-C, and to display TD errors versus position.

The harbor experiment was divided into three parts: a planning

phase, described previously, a land-based data collection at various

sites around the periphery of the harbor, and a vessel data collection

made on board the U.S. Geological Survey Research Vessel Polaris

throughout the harbor.

Fixed Site Data

The land harbor measurements were made using five receivers in

three deployments of approximately one week each. Since two sites
were visited twice, data were collected at a total of thirteen sites.

TOA and TD measurements were made on board the Polaris while steaming

the major shipping lanes in San Francisco harbor. Figure 6-7 shows

the land sites and an outline of the areas covered by the Polaris.

The crosses represent deployment 1 sites, the circles represent de-

ployment 2 sites, the triangles represent deployment 3 sites, and the

squares represent sites which were common to deployments 2 and 3.

The vessel position was accurately* obtained using a short baseline,

microwave positioning system, the Trisponder system.

The analysis method used was to use some of the fixed set data to

prepare an idealized grid and to compare data taken at other sites

with values predicted using the grid. A thorough discussion of the

*Accuracy requirements were determined by examining data collected
at Ft. Cronkhite between August 3, 1977 and November 1, 1977.
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various methods used to derive the parameters for the idealized grid

and the explanation of the observed variations between grid position

and actual position is provided in Reference 6-1. A summary of the

results is provided here.

The measured time differences at the fixed sites were compared

to idealized grids derived using the following data:

a. The original parameter estimates determined during the

planning phase.

b. Fixed site data taken at Fort Cronkhite, Sears Point,

Ballena Bay and Berkeley Marina. (See Figure 6-7). The

data chosen for determining the parameters resulted in

using all overland paths.

c. Fixed site data from both on-shore and mid-harbor data

(Sears Point, Alcatraz Island and Fort Miley)

d. Data from all thirteen fixed sites, with parameters chosen

to minimize the mean square difference between measured

and grid-predicted values at the measurement sites.

The idealized grids progressively improved from (a) through (d).

The results are summarized in Table 6-1 which shows the site name,

the distance from the site to the three transmitters, the mean mea-

sured time difference, the predicted time difference from the ideal-

ized grid, and the differences between grid and measured values.

Note that for the least squares fit, the standard deviations of

TDX and TDY error (grid value - measured value) are Ill and 81 nano-

seconds, respectively and the maximum TDX and TDY errors are 211 and

141 nanoseconds, respectively.

Vessel Data

A time difference data collection unit was installed aboard the re-

search vessel Polaris to collect Loran-C data. In addition, a short

baseline,microwave-frequency positioning system, the Trisponder System,

6-1. Nelson, L.W., "Loran-C Signal Analysis: Final System Analysis
Report, GE78TMP-108, General Electric-TEMPO, Draft.
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was used to accurately locate the vessel. A discussion of the

processing of the vessel data (to remove effects of vessel motion

during 100 second or 10 second sampling intervals) and of the Kalman

filter processing of the Trisponder data is given in Reference 6-1.

In addition Reference 6-1 provides graphical presentations showing

the error between Loran-C position (inferred using the linear grid

obtained from a least square fit to the fixed site data) and the

Trisponder measured position.

The results of the vessel data analysis indicated the following

" In the inner harbor, excluding the neighborhood of the

bridges, the mean TDX and TDY errors difference between

Loran-C idealized grid positions and radar-measured positions

were 34 and -1 ns, respectively and the standard deviations

in TDX and TDY were both about 65 ns.

" In the outer harbor beyond the Golden Gate Bridge (out to

about 15 km from the bridge) TDX and TDY errors magnitude

were 300-400 nanoseconds for TDX and 100 to 200 nanoseconds

for TDY. This increased error is expected since this vessel

track is outside the area bounded by the measurement site

and the effect of additional land-sea phase recovery, is ex-

pected to distort the idealized grid. The track is approx-

imately along a radial from the master transmitter and

approximately at right angles to the X-ray transmitter,

resulting in a greater increase in the over water path

for Master than for X-ray. This is expected to increase

the measured TDX, relative to the linearized grid value,

which was observed.

* The behavior of TDY, where the path to Yankee has both an

increasing sea water portion near the vessel , but also inter-

sects a larger land segment across San Francisco City as the

vessel moves out, is much more complicated and would require

some detailed calculation for explanation.
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*In the neighborhood of the Golden Gate and Oakland Bay bridges,

the Loran-C position data became unusable (TD errors of several

microseconds). There were no significant errors noted near

the Richmond bridge.

The 100-second data samples were too coarse to accurately de-

fine the onset and recovery of the Loran-C as the vessel

approached and passed under the bridge. However, one set of

data was taken at 10-second intervals while the vessel passed

under the Golden Gate Bridge. Here, as the vessel approached

the bridge from the harbor site, a position error buildup

started at about 1000-1200 meters from the bridge and the

signal became useless (Loran-C vessel track turned around) at

about 400-600 meters from the bridge. Note that this agrees

reasonably well with the simpler predictions described earlier

(see Figure 6-6). After passing under the bridge, the position

data recovered at a distance of 400-500 meters beyond the bridge.

HARBOR EXPERIMENT CONCLUSIONS

* A linearized grid based on overland path measurements corrected

by simple adjustments for phase recovery for over water portions

of propagation paths is not adequate to define spatial anomalies

in time differences relative to the idealized grid. However,

the effect of phase recovery is clearly evident in the data,

and taking it into account is necessary for the proper selection

of measurement sites.

" In all attempts to fit an idealized grid to the harbor, TDX

errors were larger than TDY errors. This results because the

path length from X-ray transmitter to the harbor is shorter

which in turn produced greater variation in propagation azimuth

(and surface impedance variations) as the measurement point

was moved around the harbor. The impedance variations are

magnified by the greater sensitivity of short path secondary

phase to surface impedance variations.
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In general, providing an accurate grid in a limited area is

more difficult, in terms of spatial anomolies, for a short base-

line system than for a long baseline system. For a situation

where the propagation paths are not primarily over sea water,

the short baseline calibration will require a very dense set

of carefully selected measurement points, and a segmented or

warped grid. Grid fitting methods for short baseline systems

that ignore the physical effects of impedance variations as

path positions change will not work well. 4
* The idealized grid prepared by a least squares fit to data at

the 13 fixed sites provided an accuracy of about 100 ns for the

harbor in the area bounded by the fixed sites. This accuracy

could be improved by dividing the harbor area into smaller areas

and fitting a grid to data in those areas. We believe 50 ns

accuracy could be achieved by dividing the harbor into 3 or 4

sub-areas. This is significantly less than the number of

linear grids (fit to a single data point using local gradients)

that would be required for the harbor area.

" Loran-C data taken on a vessel inside San Francisco harbor,

(exclusive of data taken in the vicinity of the bridges) when

converted to position using the idealized grid and compared with

accurate radar data, showed a standard deviation in TD error of

about 70 ns, which is in agreement with the fit to the land

site data. The comments made above relative to improved ac-

curacy from using multiple grids apply here.

" Data taken outside the harbor entrance and well beyond (sea-

ward) any of the measurement sites showed larger differences

between Loran-C and radar positions than observed in the harbor,

using the same constants for the idealized grid that were used

in the harbor. This is an expected result because of the in-

creasing effect of land-sea phase recovery. The measurement

track was essentially along a radial from master, with in-

creasing length of sea water path. On the other hand, it
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was nearly at right angles to the path from X-ray, resulting

in only a small increase in sea water portion of the X-ray

path. The data suggests that data taken in and around the

harbor could be corrected theoretically to improve charts in

the harbor approaches.

9 The Loran-C signal becomes useless in the immediate neighbor-

hood of large bridges such as the Golden Gate and Bay Bridges.

As anticipated from simplified theory, signal reflection from

a large bridge when the user and transmitters are on the same

side of the bridge is more of a problem than shadowing effects

beyond the bridge. Data taken at 10-second intervals in the

vicinity of the Golden Gate Bridge indicated the following:

For a vessel approaching the bridge from the land side

(vessel and Loran transmitter on the same side of the

bridge) the position error buildup starts at about 1000-

1200 meters from the bridge and the position information

becomes unusable at about 400 to 600 meters from the bridge.

On the seaward (shadowed) side of the bridge, the position

accuracy recovery is essentially complete at about 400-500

meters from the bridge. Thus, dead reckoning or other

systems are required for a distance of about 1 to 1.5

kilometers when passing under the Golden Gate Bridge from

the harbor to the open sea.
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SECTION 7

CONCLUSIONS AND RECOMMENDATIONS

CONCLUS IONS

The results and conclusions obtained during the preparation of

this report are summarized below.

1. For a smooth, inhoinogeneous earth Millington's technique

and Wait's multiple segment technique produce nearly

identical results. Therefore, Millington's technique

should be used in preference to Wait's because of its

greater simplicity and shorter running time.

2. Millington's technique and the integral equation tech-

nique give nearly identical results for a highly inhomo-

geneous impedance path when the terrain variations are

suppressed for the integral equation calculations.

Those variations that are observed are most probably due

to the finer detail of the surface impedance data for the

integral equation test calculation. Thus, Millington's

technique is adequate where terrain variations are not

important.

3. The predicted value of weather induced phase fluctuations

based on changes in the index of refraction and equivalent

earth radius along the propagation path are very small

for path lengths typical of those for which measurement s

were taken in the West Coast experiment. The predicted

values were of the order of ±10 ns based on the simplified

theory of Section 3 and weather data obtained from Reno,

Nevada.

4. Based on integral equation calculations both terrain and

surface impedance variations are important in predicting
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secondary phase for the WCP. Our numerical computations

indicated that the terrain can be defined with sufficient

accuracy with data points spaced at approximately one

kilometer. Our experimental observations and predictions

indicate that to obtain prediction accuracy on the order

of 0.5 microseconds or better requires that the surface

impedance uncertainty be less than a factor of two for

overland paths. The computed results are much less

sensitive to the impedance specification when the con-

ductivity is high. The surface impedance values cannot be

specified with sufficient accuracy at the present time

without a significant effort in path calibration.

5. The effect of terrain variations (in this case elevations

greater than one wavelength above the mean geoid) was to

increase the secondary phase. Thus, matching calibration

data with impedance variations alone requires higher than

actual impedance values to compensate for the terrain effect.

t hi requirement is illustrated by the USCG conductivity map

tr t lt W et coast chain, which shows conductivity values

twcr (higher impedance) than those required to match ex-

perimental data when terrain effects are included.

6. Lata preparation for the integral equation method is a

formidable task. The hand preparation of the data for

the worst case path required an effort of about one man-

month. Digital terrain data tapes for the WCP were not

available. Similar preparation of data for a coverage area

would not be practical.

7. Computation time for the integral equation method is very

long. For computational accuracy, an integration step

size of approximately 1 kilometer is required. It should

be noted that computational errors observed in idealized

test cases discussed in Section 2 tend to average out for
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a realistic path where the terrain profile and impedance

profile have large fine grain excursions. Thus, although

the calculation at any particular point may have an error

associated with it, the errors tend to cancel rather than

build up. This is well illustrated by the comparison be-

tween predicted and measured results for incremental (site-

to-site) and cumulative secondary phase values for the WCP.

Differences in the incremental results were significant,

but the cumulative results showed no error accumulation.

8. Results from the worst case path experiment show that

good experimental data can be acquired using the tech-

niques described in Section 4 and that the uncertainty

associated with the experimental data are of the order of

t50 ns.

9. Differences between the theoretically predicted and meas-

ured incremental phase changes, using the actual terrain

data and surface impedance derived from geological data

along the path, ranged from tens of nanoseconds to half

a microsecond. By adjusting the surface impedance values,

the predicted values can be made to match the experimental

data. Results shown in Section 5 show that the original

predictions and predictions made by decreasing the con-

ductivity by a factor of 2 along the entire worst case path

bracket the experimental results. Selective adjustment of

conductivity values by a factor of 2 or less could produce

agreement between predicted and measured results.

10. The highly variable terrain and surface impedance along

the worst case path and the differences between predicted

and measured values indicate the need for more closely

space measurements points to adequately calibrate phase

change along the overland portion of the path. On the

other hand, measurements made beyond the region of major

terrain variations can be used to compensate for the cumula-

tive effect of terrain induced fluctuations.
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11. An idealized harbor grid based on overland path measurements

corrected by simple adjustments for phase recovery for over

water portions of propagation paths is not adequate to define

spatial anomalies in time differences relative to the ideal-

ized grid. However, the effect of phase recovery is clearly

evident in the data, and taking it into account is necessary

for the proper selection of measurement sites.

12. TDX errors relative to an idealized grid of the harbor, were

larger than TDY errors because the path length from X-ray

transmitter to the harbor is shorter which in turn produced

greater variation in propagation azimuth (and surface im-

pedance variations) as the measurement point was moved around

the harbor. The impedance variations are magnified by the

greater sensitivity of short path secondary phase to surface

impedance variations. In general, providing an accurate grid

in a limited area is more difficult, in terms of spatial

anomolies, for a short baseline system than for a long base-

line system.

13. The idealized grid prepared by a least squares fit to data

at the 13 fixed sites provided an accuracy of about 100 ns

for the harbor in the area bounded by the fixed sites. This

accuracy could be improved by dividing the harbor area into

smaller areas and fitting a grid to data in those areas.

We believe 50 ns accuracy could be achieved by dividing the

harbor into 3 or 4 sub-areas. This is significantly less

than the number of linear grids (fit to a single data point

using local gradients) that would be required for the harbor

area.

14. Loran-C data taken on a vessel inside San Francisco harbor,

(exclusive of data taken in the vicinity of the bridges)

when converted to position using the least squares idealized

grid and compared with accurate radar data, showed a standard

deviation in TD error of about 70 ns, which is in agreement
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with the fit to the land site data. The comments made above

relative to improved accuracy from using multiple grids apply

here.

15. Data taken outside the harbor entrance and well beyond (sea-

ward) any of the measurement sites showed larger differences

between Loran-C and radar positions than observed in the

harbor, using the same constants for the idealized grid that

were used in the harbor. This is an expected result because

of the increasing effect of land-sea phase recovery.

16. The Loran-C signal becomes useless in the immediate neigh-

borhood of large bridges such as the Golden Gate and Bay

Bridges. As anticipated from simplified theory, signal re-

flection from a large bridge when the user and transmitters

are on the same side of the bridge is more of a problem than

shadowing effects beyond the bridge. Data taken at 10-second

intervals in the vicinity of the Golden Gate Bridge indicated

the following:

For a vessel approaching the bridge from the land side

(vessel and Loran transmitter on the same side of the

bridge) the position error buildup starts at about 1000-

1200 meters from the bridge and the position information

becomes unusable at about 400 to 600 meters from the bridge.

On the seaward (shadowed) side of the bridge, the position

accuracy recovery is essentially complete at about 400-

500 meters from the bridge. Thus, dead reckoning or other

systems are required for a distance of about 1 to 1.5

kilometers when passing under the Golden Gate Bridge

from the harbor to the open sea.
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RECOMM4ENDA4TIONS

Based on the work described in this report, the following recom-

mendations are made for additional effort on propagation prediction.

1. Procedures more efficient than scaling and reading quan-

tities from maps by hand must be developed for generating

the terrain and surface impedance data bases that are re-

quired for the proper employment of numerical predictive

techniques. The surface impedance data base is a require-

ment not only for the integral equation technique but also

for the Millington technique or Wait-Multisegment theory.

2. A more complete propagation theory incorporating arbitrary

weather variations should be developed. This theory should

be based on an arbitrary variation of the index of refrac-

tion with altitude and if possible, with distance. The

theory could be used to test the validity of the currently

employed constant slope refractive index model, and a re-

sulting model could be used to determine the altitude range

over which the index of refraction needs to be specified.

3. The test calculations on the integral equation technique

which are described in Sections 2 and 5 indicate that a

systematic sensitivity study is required. This study

should begin with the numerical analysis techniques used

to obtain the solution and should include variation of the

computation step size and the terrain and surface impedance

specification. The study should be aimed at determining

the sensitivity of computed results to computation step

size and variations in the detail of the terrain and im-

pedance profiles along the propagation (integration) path.

It should also develop the criteria for determining when

terrain variations can be ignored (so that simpler tech-

niques can be employed) and determine the detail of data

input for both the terrain and impedance profiles consistent

with the accuracy of the available data.
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4. Until a better understanding of the limitations of and data

requirements for the integ c'al equation technique are estab-

lished, the current combination of calibration and the utili-

zation of Mlillington's technique should be continued. The

method of modifying the impedance data to make the predic-

tion of the Millington's technique match the experimental

data is also common to the proposed use of the integral

equation technique. The impedance description which results !

from such anl "optimization" is not necessarily unique. The

maim criterion is that the "optimized" impedance data gem-

erate the correct position results in areas like Sari Fran-

cisco Harbor or other regions beyond the west coast for ex-

ample. Since the ocean can be considered a smooth homo-

geneous path, the major criterion for a prediction code is

that it predict the correct phase and the correct land sur-

face impedance at the land-sea boundary. The results over

the water path should then follow. With a sufficient number

of calibration points and impedance parameters a code based

on Millington's technique should be able to accomplish this

task much more efficiently than a code based onl integral

methods. A potential improvement could result from using

the integral equation technique to develop empirical tech-

niques for evaluating the effects of significant terrain

features. A combined impedance/terrain model would have a

better physical basis than anl impedance-only model and

should allow better extrapolation to areas between calibra-

tion points.

S. Future experiments to obtain data for comparison with predic-

tion techniques should use control procedures similar to

those described in Section 4 but with the emphasis onl more

frequent closures with calibration equipment. [)ata should

be acquired at more sites (less data collection per site).

The choice of measurement sites should be based on prior

133



detailed predictions. Measurements should be made at sites

slightly offset from originally established sites (both along

and transverse to the geodesic) when in-field data analysis

and comparison with predictions indicates large differences

between experimental and predicted results.

6. The idealized grid used in this report is a useful way to

derive parameters for an accurate calibrated grid and should

be considered, in conjunction with prediction procedures, to

select measurement points for harbor or restricted waterway

calibration.
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APPENDIX A

DETAILS OF THE SMOOTH HOMOGENEOUS EARTH THEORY

There are three forms of the attenuation function W used in the

smooth homogeneous spherical earth theory. These are commonly used as

building blocks for more complicated theories. The general problem

is solved in the form of a series expansion. This expansion is very

accurate but requires more and more terms as the distance between the

transmitter and receiver decreases. This led to the development of

two short distance approximations to the solution. In the following

discussion, a brief description is given for the two short distance

approximations and for the series expansion. The descriptions are

followed by a discussion of the number of terms necessary in the series

expansion for a given accuracy and the rationale for choosing switch

points, i.e. determining when to use the short distance approximations

rather than the series solution.

SHORT DISTANCE APPROXIMATIONS

Wait (Reference A-1) and Bremmer (Reference A-2) have developed

two procedures for calculating the attenuation function W at locations

close to the transmitter. One is a power series in the numerical dis-

tance given by

10 E~4 i

W eir4qX 11j (A-1)

where q is the normalized surface impedance, X is the numerical (i.e.,

normalized) distance and the Am's are functions of q:

A-1. Wait, J.R., and K. Spies, "On the Calculation of Antenna Patterns
for an Inhomogeneous Spherical Earth," Radio Science Vol. 2 (New
Series), No. 11, Nov. 1967, pp. 1361-1378.
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q - i ) A , (A-2)

/3 (A-3)

2 ae

where

a = equivalent earth radius (km)*e

k1 = wave number in air (km
- 1)

d = distance between transmitter and calculation point

A = effective electromagnetic surface impedance relative to air

and the Am's are defined by

.44 q) = I, Aq) 1 i( u)

A,(q) - 2. ,:, 1q) ir' I l )

A4( q) = ( q ---2))
'I,2,, ) +4q, :1)r+,¢)

A.,(,q ) +lLT +, ,

10 (I+3 2 7

in'
2  (1 7 5 21

A.(q) -- - _ q - 1 172 1 L).q24 -1\ 1y q' 0,W"

A 32 /1 2 5 V9
95 q1 ',2q OWq'

For a uniform earth the effective impedance A is given by

A-2. Bremmer, H., "Applications of Operational Calculus to Ground Wave
Propagation, Particularly for Long Waves," IRE Trans. on Antennas
and Propagation, AP-6, No. 3, July, 1958, pp. 267-272.

* The determination of the equivalent earth's radius is discussed
in Section 3.
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1 02 11/2 i 112

where

C = permittivity of free space

= 8.8541853367 x 10- 12 farads/m

a = earth conductivity (mhos/m)
g
c= relative dielectric constant of the earth

g

1 = refractive index of air

= 27Tf, f = wave frequency.

The series in A-1 converges rapidly if X is small and jqj < 1.

The second short distance approximation is an expansion in inverse

powers of q, when jqj > 1 and is given by

W = F(P) F1 + F - F (A-5)

where

P = iXq-

F(P) = 1 - i(TP) 11 2 e- erfc(iP
1/ 2)

F = [(1 + 2P) F(P) + i(irP) 1/2 - 1]/4q 3

F2 = HP2/2- 1) F(P) - i(TP) 1 / 2 (1 - P)

2 6 6+ 1 - 2P + 5/6P ]/4q

F / 5 [ P F(P) + i(P) 1/2 35 35P

= 8 8

31P 2  SP 3' 35 35 6-p 7P2  P3
1 16 4 4 12 3 A q

The expansion (A-S) converges if IqI > 1 and the distance is short,

i.e., p < < 1 and F(P) 2 1. The quantity erfc(x) is the complementary

A-3



error function defined in Reference A-3 as

erfc(x) = 2 e dt = I - 2 e dt = 1 - erf(x) (A-6)

x 0

SERIES SOLUTION

The series solution for W is given by (Reference A-i)

W0=

s=1 ts- q2 (A-7)

When jqj < 1, the values of ts are solution to

dt = 1 (A-8)

dq t q-

or equivalently, are roots of

l(ts) = qwl(ts) (A-9)

where w1 is an Airy function defined by Wait (Reference A-4, page 112,

113, and 213), and w' is the derivative of w1 with respect to the argu-
11

ment.

When (qf > 1, q is defined as

= /q (A-10)

and the values of t are solutions of
5

dt 1 (A-li)

dj - 2t

or, equivalently, are roots of

Swl(ts) = wl(t) (A-12)

A-3. "Handbook of Mathematical Functions," Edited by M. Abramowitz
and I.A. Stegun, NBS Applied Mathematics Series, 55, National
Bureau of Standars, Washington, D.C., 1964.

A-4. Wait, J.R., "Electromagnetic Waves in Stratified Media," Pergamon
Press, the MacMillan Co., New York, Second Edition, 1970.
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When [qj < 1, the roots can be found by integrating Equation (A-8),

using starting values t (o), defined by
S

t (o) =y' e-in/3 (A-13)

where Y' is a zero of A. (-y), and A. is the derivative of the Airy

function defined in Reference A-3, Page 446. The zeros are tabulated

on page 478 of Reference A-3. A. is simply related to the Airy function1

defined by Wait, w,.

When IqI > 1, the roots can be found by integrating (A-11) using

starting values, t (o) defined bys

t s(o) = ys e11/3 (A-14)

YS is a zero of the Airy Function, Ai(-y).

In the TEMPO computer program a fourth order Runge-Kutta formula

is used to integrate Equation A-S or A-11. After the integration, a

test is made to see if
, I Iwl t )  qw 1(ts )  < E:, [qi <  (A-15)

or

-w ( w1 (tb < E, jqj >1(A-16)

I s I

where e is a small number and tI is the result of the integration
s

process.

When Equation A-15 or A-In is not satisfied the integration step

size is decreased and the integration repeated. An alternate pro-

cedure is to use a Newton-Raphson iteration technique to improve the

solution.

For Equation A-9, this procedure produces a correction to tI given by
s

w'(tl) - qw (t)
ists

At I -sS (A- 17)
t .w (t) qw1 (ts)
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and for Equation A-12, the correction to t is
s

i-'(t0) - Wl(t I )

Ats =- s- t (A-18)
s WI Iqt - 4 (t w(t) (-

This correction procedure works well for small t, where the Airy

function can easily be defined accurately. Wait (Reference A-i) and

Bremmer (Reference A-5) also define series expansion in terms of q or

1/q.

The series defined by Equation A-7 requires many terms for conver-

gence when the distance is small. The number of terms required can

be estimated by rewriting Equation A-7, in the form

W (LX)1/2 -iXt 1+ iX(t 1

t 1  q
2  e ts- -2 (t1  _ q 2 (A-19)

For N digit accuracy

S+ iX(t 1 - ts) tl-q 2 < l-N (-20)
I t s0

- 
qA 20

Equation A-20 can be solved to give

I(tl - 1 N ( _ I

imX(tl-ts) > Zn (,-q22ON(21
s t s -q

where Im means the imaginary part.

Using Equation A-3 to relate X and the distance d, we obtain

Na ka -1/3

d > n et-1- e)mtt [A-22)
t - q2 Im(tI-t)

A-S. Bremmer, H., "Terrestrial Radio Waves," Elsevier Publishing
Company, 1949.
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For large s, the values of t are approximately independent of q
s

and are given by

3n(4s-n) 2/3-iT/3
ts 8 e(-3

where n = 3 for Iql < 1 and n = 1 for Iql > 1.

Using A-22 and A-23, the values in Table A-1 were computed for

various values of conductivity. Based on the entries in Table A-1,

100 terms are adequate for distance greater than 100 km. At distances

less than 100 km, it is convenient, and will conserve computer time,

to use either Equation A-i forlqf < 1 or Equation A-5 for IqI > 1.

Table A-2 shows a comparison of the values produced by Equations A-i,

A-5, and A-7, using 100 terms in Equation A-7. The overlapping region

for using Equations A-1 and A-7 or A-5 and A-7 is boxed in the table.

Comparing the table entries indicates that a distance of about 80 km

is a satisfactory transition point between the short distance formulas

and the series.

6

0 :61840
i20 40 360 480

50 55 115 175 235 t/ 10
100 30 V5 1051 14)

10 1 12 3?0 520 720

70 08 175 290 400 10
3

50 22 ; 14C 200 C/Co  15

0 0 .45 8 120

10 90 28C 440 660 ".

?o 40 155 270 380( o = io2
, 1 15 7 13, 19U Ico 15

16, S 40 80 h5 )
Io 1 0 280 4)0 660
20 40 15 270 380 5

0 13 7., 1 0 190 6,, 80

01- 4i 80 115

Table A-i. Minimum distance in kilometers to obtain N digit accuracy
with S terms in the series expansion for the ground wave
attenuation functions (Equation A-7).
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APPENDIX B

NUMERICAL EVALUATION AND ADDITIONAL INVESTIGATIONS
OF WAIT'S MULTIPLE SEGMENT TECHNIQUE

COMPUTER SOLUTION

The general formulae for evaluating the attenuation function

W'(d, A1,A2 ... ,A n) were given in Section 2, Equations 2-4 through

2-6. A special computer code (MULSEG) was developed at TEMPO to eval-

uate W'. The path is divided into equal increments, 6. For simpli-

city, each segment contains an integral number of 6's. For small 6's

and imprecisely defined boundaries, this simplification should be

acceptable.

In all but the two segment path, one or more of the attenuation

functions must be defined numerically from a prior integration. Using

an integral number of 6's per segment allows the use of a simple inte-

gration scheme, with the attenuation functions defined at the end of

each increment. A modified Simpson's rule integration has been used in

preparing the program. This integration method has proven adequate,

except that small step size, 6, is required for paths with transitions

from high impedance to low impedance.

Assuming the W'functions are to be evaluated at equal increments,

the computer formulation is developed by considering a general integral

of the form

Ikd)11 2  b W [(d-y), Al ]W'(Y,A1 , A 2, ... A )
sn - n(A -A)a [Y(d - -i/2

(B-1)

or for notational ease
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b Fn(y)

I =A J n~~~] dy (B-2)n Asnf (d-y) 1/2 d B2

a [

Since the attenuation functions vary slowly with distance, I
n

can be approximated numerically by
636

IF( a+-2 dy + F (a+6) (2 
d_____ d-

a An n (d-y) 1/2 n 6 (d-y 1/2

a a+ [Y) a

.............. + F(b) f d] 1/2]

This form avoids the problem of singularities at the end point (a=O or

b=d) since the integrals are finite at those points. Performing the

integration in B-2 gives

~ =A[F~a) {sinl [2a+6-d) 2~ 3

F~ (a+6){sin-l I(2a+36-d) sin- 12a+6..d} +

Fn (b) {sin I (2b- sin' 12b6d)}] (B-4)

Using this approach, the general equation for computer solution can

be written

W'(d, A1, A2 ... An) = W (d, An) -

n
P

W ((n T-i)6, A n W1 (i)6, A n-1A A AijA .

i= 1

(B-S)
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where

W'((i-1)6, A1, A22 ... An-1 ) is the appropriate value of the

composite attenuation function developed by a prior integration (evaluated

at intervals of 6)

nT = one plus number of intervals in d

n = one plus number of intervals in first n-i segments

A is the impedance weighting function
S I

A = A - A (B-6)
snl s n

where s is defined implicitly by

s s+l

d. ' i6 < d. (B-7)

j=l l

The ('i are the result of integrating dy and are
(y- (d-Y)) 1/2

G1 = sin d + (B-S8

G. = sin- [(2i - 1)6-d.- sin-i [(2i - 3)6 - d], <i<n (B-9)

G =in 2(n - )6 -d ~ sin n -3)6-d B-b
np d i- n (B-0)

Equations B-5 through B-10 have been programmed and combined with

the procedures for computing attenuation functions for a homogeneous

earth to provide a complete package for computing the attenuation func-

tions for inhomogeneous earth. Test cases have been executed and results

are in close agreement with results presented in Reference 2-4 for a two-

segment path.

B-3
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Additional tests of the program are described in Section 2 in the

comparison with other techniques.

INVESTIGATION OF APPROXIMATIONS

Since initial comparisons between the results using Wait's tech-

nique and the GFE integral equation program (described in Section 2 and

Appendix C) were not good, we decided to investigate some of the approx-

imations made by Wait in going from his original theoretical develop-

ments to the form defined by Equations 2-4 through 2-5.

We follow the basic derivation developed by Wait (Reference 2-4).

The object of this exercise is to include several basic propagation

factors which were dropped during Wait's development and to attempt

an initial assessment of their possible effects on the accuracy of

the predictions of computer codes based on the final equations. The

notation used here, is modified from Wait's original notation to remain

consistant within this repcrt.

Wait's development begins with the application of the Lorentz

reciprocity theorem in a form presented by Monteath (Reference B-I).

ab abII f × a  x rdS (B-li)

where S is the surface of the sphere, dS is an element of area and 1ris the unit vector normal to the sphere.

Zb a Ib 0 -ikd k W(d,A) (B-i2)
ab 2Trd e ik k21

is the mutual impedance between two vertical electric dipoles of length

Ia and Ib situated a distance d apart on a homogeneous curved earth with

normalized surfice i mpedance . it frcqucncy f(w = 2nf, K = w/c). l(d,A)

B-1. Monteath, G.D., "Applications of the compensation theorem to
certain radiation and propagation problems," Proc. Instr. Elect.
Engrs. 98, Pt.4, pp 23-30, 1951.
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is normalized so that it would become unity for a perfectly conducting

flat earth (a -) 00 where a is the effective earth radius). The geom-

etry is shown in Figure B-1.

II

/ .- \

Figure B-1. Coordinates for describing wave propagation
on a spherical surface.

The quantity Z' given by
ab

a I b iI0W e -ikd 1 W' (d,A,A) (B-13)
ab 2nd ikd

is the mutual impedance between the two dipoles for the inhomogeneous

curved earth. The attenuation function W(d, A) can be obtained from

W '/ (d A), 112e-ixts r I (d/a) "11/2 ( 4

s=1,,3 
s i ( d / a 

qB 4

where

x = (ka/2)1/3(d/a), and

q = -i(ka/2) 1/3 A
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The complex factors ts are found from the roots of

w;(t) - qw,(t) = 0 (B-IS)

The representation of the attenuation function given above is valid

everywhere on the globe except near the antipode. The electric and

magnetic field Hbt and Ebt correspond to the fields produced at point

P by a transmitter at point B for the homogeneous earth with normalized

surface impedance A. The field components H' and E' are the fields
at at

produced at point P by a transmitter at A for an inhomogeneous smooth
I

earth with normalized surface impedance A which is a function of posi-

tion. Over the surface of the sphere it is assumed that the tangential

field vectors satisfy the approximate Leontovich boundary condition

r H b= A (B-16)zr Hbt Ebt

Ir at at (B-17)

wheren N P , EA being the electric permittivity of air.

Making use of Equations B-16 and B-17, Equation B-11 becomes

Ia b(Z'b - Z) = b - Zf)(Ht . t (A'- A)dS (B-18)
k d s

This is the result Wait obtained except for the factor in front of the

integral. Over almost the entire range this factor is very close to

unity in amplitude but does have a phase factor different from zero for

distances up to 100 wave lengths (k = 27/X). The amplitude and phase as

a function of kd are shown in Table B-1 as a function of kd. Since one

degree of phase is equivalent to %28 ns at f z 100 kHz, it would appear

that this term should not be neglected for the present Loran-C calcula-

tions.

The next step in Wait's development is to express the tangential

magnetic field vectors at the point P in terms of the attenuation

functions W(s,A) and W'(Z,A,A');
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Table B-i. Amplitude and phase as a function of kd.

t+ 1 1(+1
kd ikd k 2 ikd

Amp Phase () Amp Phase(0

.1 .01005 174 10.04988 -84.3

.3 .09393 162 3.48010 -73.3

.5 .27735 146 2.23607 -63.4

1.0 1.00000 90 1.41421 -45.0

2.0 1.10940 33.7 1.11803 -26.6

4.0 1.03065 14.9 1.03078 -14.0

7.0 1.01015 8.3 1.01015 - 8.13

10 1.00409 5.8 1.00499 - 5.7

15 1.00222 3.83 1.00222 - 3.81

20 1.00125 2.87 1.00125 - 2.86

30 1.0C_;56 1.91 1.00056 - 1.91

40 1.00031 1.43 1.00031 - 1.43

50 1.00020 1.15 1.00020 - 1.15

70 1.00010 .82 1.00010 - .82

100 1.00005 .57 1.00005 - .57

150 1.00002 .38 1.00002 - .38

200 1.00001 .29 1.00001 - .29

300 1.00001 .19 1.00001 - .19
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ikbb -iks
a 2  e i + W(s x ) (B-19)

and - ikl aha -ik I  +(- I] (B- 20)

at 27Z e i + W(Z, A,A' r

where 1 and 1 are unit vectors in the directions of increasing s and Z,

respectively. Inserting equations B-19 and B-20 into B-18 leads to the

result

W'(d,A,A) = W(d,A) + 1+ - 1 - Ad2 d eik(5 d)

ikd k2d2 2rf s
s

(A-A)(l + )I + ) W(s, A) W'(£, A,A') cos 6 dS (B-21)

where
6 is the angle between i and 1V

This is an integral equation that could possibly be solved itera-

tively on a modern high-speed computer. However, the standard procedure

is to simplify the integral by employing a stationary phase approximation.

Wait's argument is as follows (Reference 4-1):

The function exp(-ik(s + z - d)) is rapidly varying compared

with other factors in the integrand. Therefore, one may expect

that the principal cont ribution to the integrand w.ll occur

when (s + x' ) "= d, provided that the surface impedance contrast

(A'-A) does not change rapidly in a direction transverse to

the path. Therefore, in the other factors in the integrand 2,

may be replaced by a and s by d-((, where a is the great circle

distance from A to the point 0 on the great circle between A

and B. (The arc OP is perpendicular to AB.) Furthermore,

over most of the region of integration, (1/ks) and (1/kz)

can be neglected compared with unity and, finally, cos 6 is

rep l aced by - I .
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We follow Wait for the moment, except that we will not ignore 1/ks,

I/k£, or I/kd with respect to unity. The reduced form of the integral

equation is
W' (d,A,A) = W(d,A) - (+ ik-1d k2d 2  27 ff a(d-a)

S

(A'(a)-A) W(d - a,Z) W' (c,A,A ) (1 + ik(da)(+I )dS

(B-22)
where all quantities except the exponential factor are now functions

only of a, the measure of distance from point A to B along the great

circle path (see Figure B-2).

Wait then proceeds to integrate over the transverse coordinate y

to obtain a final integral of the form

1 1- 1 2fkdW'(d,A,A') = W(dA) - (1+- - ) - A)
ik d - (a)

a1

kI1 1 d (B-23)~dc ,)W'(aAA )( +ika (1 k(_d-,T 'a-(-ad- a)

A

-B

A

B

Figure B-2. Plane view of the inhomogeneous surface show-
ing the coordinates c and y and the boundary for
the inhomogeneous region.
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As long as the limits of integration do not include c=O or o=d, the

integral equation appears perfectly well behaved. In fact, when (ka)- 1

and (k(d-ac)) - 1 are ignored with respect to unity as was done by Wait,

the singularity of a=d is still integrable.

When the function A (a) is approximated by a series of constant A

segments, the integral Equation B-23 can be rewritten in terms of a set

of multiple integrals which then include the singularity. The question

then is, "Where did the nonintegrable singularity come from?" In fact,

it does not exist and is only a result of the stationary phase approxi-

mation being applied in a region where more caution is necessary. To

see this, go back to Equation B-21. We will examine the integral in the

vicinity of either a=O or a=d (ie, either is the neighborhood of Point A

or B) with the assumption that A' ,A is not zero but does not vary rapidly

over a small distance t:/k. Figure B-3 shows the approximate geometry

(assuming flat earth) for the vectors T or s in the vicinity of A.

- POINT PXAS
B d -

A

Figure B-3. Geometry near singular point.

In terms of the angle A we can express Z and cos6 as

d - s cos A (B-24)

s s
using the law of cosines and the fact that U and are much less than

unity and

cosS 6 ,- cos A (B-25)

The portion of the surfaice integral in the vicinity of Point A can then

be written in the form

B-10



c/k 2n

IA  K ds dAe-iksl-csA) cosA (1 1 (B-26)

0 0

where
-l11 1 ik

K (1 + I - )  2-! (A'(A) - A)(1 +
ikd k 2d 1 7 T d

. W(d,A)W' (o,,A) (B-27)

The integral over A can be done first:
2n

e cosAdA = J1 (ks) (B-28)

where J1 (x) is the Bessel function or order 1. Then IA becomes

E/k

IA K e J1kS)(1 + :-) dS

0

The term e- iksj (kS) can be expanded in a power series and then

integrated term by term with the result

48K i" 3iE 3  C4 184 (B-29)TA= - --- a--2-4 +5 391 +g ' " (-

where c = kAr. For E<<l this can be truncated after two terms to give
- 2

iKr )Ah - - - -k (1 + -7T -+ (B-30)

It is instructive to contrast this result with the value which

would be obtained from Wait's original development if it were expanded

around one of the singular points. Ignoring k k ik(d) with

respect to unity in Equation B-23 as Wait did we obtain

AR
I' J da (B-31)IA K'(da

0

*W(0, Ai W'(o, A',A) = I.
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where
ikd 1/2

K' : ( 2 ) W(d,A)W'(o,A,A')( A' (A)-A ) (B-32)

The integral in Equation B-31 can be easily evaluated with the result:

I' z K' sin-I ( -_1) . T(B-33)
A d2

For values of IRl<<l this can be expanded to become

IA = 2K'VR/d (B-34)

We then find that the ratio I /I becomes
AA

+1 1 -1 I (B-3S)
A ikd k22 (1+- ikd- TN 2(3i

From Table B-I for kd>4 the first two terms effectively cancel and

4 A i (B-36)

The ratio of the two terms has a phase of -45 degrees and depending on

the wavelength X and AR used can be quite small in magnitude, although

the actual importance of the contribution to the integral must be tested

by further numerical analysis. It is possible that the contributions to

the integral in the vicinity of a = 0 and a = d may make an important

modification to the resulting solutions, along with the inclusion of

the extra propagation terms within the integrand.
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APPENDIX C

DETAILS OF INTEGRAL EQUATION FORMULATION

Integral Derivation

The only readily available documentation for the HUFLOC code is found

in Reference C-1 although Johler (Ref. C-2) has written a report attempting

to clarify some of the more difficult inputs. Unfortunately, there are

several typographical and/or algebraic errors in Ref. C-1. Examination of

the INEQ2E coding in the HUFLOC program indicates that most of the errors

were detected and the corrections incorporated into the computer code.

This appendix traces the important steps in the derivation of the integral

equation for W(O), the attenuation function for the inhomogeneous and

irregular surface as defined by Johler and Berry. All terms will initially

be retained in order to indicate the differences from the original text

in Reference C-1.

The starting point is Equation 2.21 of Reference C-i, which is rewritten

in the form

ikl f W(Q) ep[-ikl(r
1~ -

W(O)-1 = -

So

&+(1 + 1 ) 3r2 rodA

ikr- n rlr (C-i)
1 2 1 12

C-I. J. R. Johler and L. A. Berry, "LORAN-D Phase Corrections over
Inhomogeneous, Irregular Terrain," ESSA Tech. Report IER59-ITSA56, 1967.

C-2. J. R. Johler, CPRL, 77-9, December 1, 1977.

C-I
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where L is the normalized surface impedance.

In obtaining the equation Johler and Berry made use of an approximate

boundary condition of the form

ik AE I ~-l ik AE (C-2)

where k1 is the wave number in air, s is the distance along the propagation

path, and z is the terrain elevation above the reference spherical surface.

The assumption that the square root term is essentially unity requires that

the slope at any point must be quite small. For 1% error this means that
' Z.I < 0.15. This condition may not be met by the terrain along an arbitrary

path. Moreover, the inclusion of this term would have simplified the integral

somewhat at a later point. The distances ro, ri, and r2 are defined in

Figure C-1. The transmitter (source) is at point S, the receiver (observer)

is at point 0 and the integration point is Q. In the figure the barred

quantities (i.e., 0 vs. 0) denote points or distance for which the observa-

tion point is on the surface. For this appendix we shall be interested

only in the observer on the surface and we will drop the bar notation.

Equation C-1 is an integral equation for W but the integral is over a surface

rather than along a single path.

The accepted (i.e., normal mathematical and numerical) technique followed

to obtain a solution for W is based on the assumption that variations in

the surface physical parameters are negligible in the direction transverse

to thle great circle path connecting S to 0. Following Johler and Berry we

first project the integration surface S to the surface of the terrestrial

sphere of radius ae and define distance rL, r 1 , and r as great circle arcs

between the projections of S and 0, S and Q, and Q and 0. First note that

n dA = (I + ± dA' (C-3)r a

where n is the unit vector normal to the surface dA, e is the unit vectorr
in the radial direction and z is the height of dA above the reference

sphere. The term n r takes into account any tilting of the original
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0 r2

S~r 0 ,Sphere of
Radius o

0"EZ2 0, 3

E2 ,1  
42.2

Figure C-I. Geometry for propagation over an
inhomogeneous, irregular terrain.
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surface and (1 + .)2 accounts for the stretching (shrinking) of the
a z 2_ -3

spherical surface. In general [(1 + - ) -1] is very small (n10 or less)a

and can be ignored. The other term (i - er) is always less than or equal

to unity and will appear in the denominator of the integral over S0

Continuing to follow Johler and Berry we make the following change of

variables.

r + r ! = r 6 cosh u (
~(C -4)

r' - r cos V
2 1 0

For a plane surface the element of area dA' can be written as

dAI r 1 r dudv. (C-5)

This form is used in the present case since most of the contribution to

the surface integral is expected to occur on or in the vicinity of the

great circle path connecting 0 to S. With these changes Equation C-1

becomes

ik rI r

i1r0 f 1rW(O)-1=- -2 rr2 W(Q) exp -ik r 0 (cosh u-1)so

x exp ii, [ro-ro)- rj-rj'-(r2-r2)2z

a 2.r

J + ( + 1 r i)dudvIFr2  n (C-6)
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The integration limit for v and u are taken as 0 < v < n and -- < u <

the latter clearly showing the use of a flat plane approximation. It is

assumed that any error arising from the use of the plane vs. sphere will

be washed out by the rapid oscillation caused by the term exp -ik1r6

(cosh u-l) as u becomes large, corresponding to contributions to the

integral being negligible for points far off the great circle path.

It is now assumed that the major contribution to the integral will

occur only along the great circle path. The portion of the integrand given

by

-ik r (rIr (l + .]2
1 0  1 r 2 W( exp ik (r0r0)-(rr)-(r2-r2)]

rr exp r1

× + (I + i r 2 - (C-7)
ik 1r 2  an

is written only in terms of the variable v on the great circle path between

0 and S where, since u = 0 in the saddle point approximation,

r0 - r, - r 2 = 0 (C-8)

Then the double integral breaks into the product of two single integrals

W(0)-1 I dv x exp -i r0(cosh u-l) du. (C-9)
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Within the exponential, cosh u is expanded with only the first 2 terms

being kept so that

exp -iklr 0 (cosh u-i) du

1/2

-I 
(C-10)

Then Equation C-9 becomes

r /ikr rf r
W(O) - 1 :r0 2 . 12 W(Q) exp -ikl(rl~r2-r0)

z2

A + (1 (l +a dv.
ik 1 r 2  er'n

(C-11)

To obtain the form given by Johler and Berry the additional change of

variables and definitions is made.

x r 0

sirI (C-12)

from which it can be shown that

2ds ds
s 1 fl \)

C-6
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using
i I

rg-r 1  x-2s

COS v - -
r 0  x

With this change we obtain
x

W() 1=-ro J W
W(O) - 1 - rO -fw (s) exp -ik,(r1+r2-ro)

0

11 2s a'+ I(+ ) I r2 (ds x (z2
1ikr2 ) fn 1~s 2 r fh (C-13)

This is identical to equation 2.28 in Johler and Berry except for the

misprint in the integration limit (E should be x) and the omission of the

two terms

rIr 2  e.rn (C-14)

In examining the INEQ2L coding we have found that these terms are included

except for (1 + a Considering the magnitude of this term, the omission

appears justified. The largest possible value for h in the surface integral

would be less than 10 kilometers so that

(1 + zmax)2 - 1 - .003

In general this factor would be much smaller.

It can be shown that the term (er n) can be evaluated as

(e -= 1 +(LC-1l6
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Dr 2

Further, in the numerical evaluation of - - there is a factor of the

form

1 e ) 2 (C-17)

The inclusion of the term given by C-17 and the omitted term in the surface
-1

boundary condition would have canceled the term arising from (er  n)

In Reference C-2 Johler attempts to justify the omission of two of the thre

terms by, arguing that the cancellation would have occured had he included

them. Unfortunately, one is retained in the coding, ( n) which places

an inordinate weight in the region where the terrain is changing rapidly.

Calculation Procedures in the GFE Program

The important formulae and numerical procedures in the GFE computer

program (HUFLOC) are now defined. The effort was performed originally to

compare the program model with the theoretical formulation.

The geometric quantities are defined using standard trigonometric

formulas, i.e.

r = 2a(r + zi) (1-cos ( )+ z. (C-I8)
e

r = 2a (a + Zk) 1-cos + z k  (C-I9)

2= h 1cos )+ (zi+hkr-zkY (C-20)

r = r 1  r -e 0  (C-21)
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where

ae = equivalent earth's radius

z. = elevation above the reference sphere at x.1 1

z k = elevation above the reference sphere at xk

h = receiver altitude (0 in our case)r

A special routine is used to evaluate (1 - cos 6) when 0 is very small.

To obtain a numerical solution for C-13 we first rewrite it in the

form

x

W(x) = 1 - BJ W(s) K (x,s) ds (C-22)
0

where
i7T/4 ro 0 kl

B = e r 2T (C -23)

2

K(x,s) = s(x-s) + 1 + ikr 2 )-n P exp (-ikr) (C

o = 1 + - (C-25)rl r. x V T as

r = rI + r2 - r°  (C-26)

The solution will be obtained algebraically from the equation

W I - B W(x A(xi,s, ) . 1 + B A (xi,x (C-27)

Z=0
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Following Reference C-2 the A(xi,x,) are determined by

W(x) A(xix,) =f W(s) K (xi.)aS (C-28)

x

Defining the quantity p = 2 - i mod 2 such that p = 1 if i is odd

and p = 2 if i is even we rewrite C-22 in the form

fX2 -1/2
W(x. 1 - B W(s) F~x,s) ~S(X - S) d

0

- B i W(s) F(xis) {s(x i - s) / 2 ds

x2

(*i- - 1/2
- Bj W(s) F(xi,s) {S(X i  s) - /

x.
m-p

- B W(s) F(xi,s) s(xi - s) ds , (C-28)

x i-i

where

xi = (i-1) Ax

and

F(xi,s) = P exp(-ik,r) A + I 1 2  (C-29)
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The first integral has the form

I -1/2 f(s)ds

0

and can be integrated using the modified Gaussian integration formula in

Reference C-3, formula 25.4.37 with b=O, a=x2.
f X2 N

__112f(s)ds / x 'F pkf(x, ) + R (C-30)

0 k=l

where 1k = 2jk' W are tile gaussian weights of order 2N and

Xk ='k

t Ax

where is the k t h positive zero of the Legendre polynomial of order 2N.

In INEQ-'E, N = 5 and the first integral becomes

j (s) f(xis) [s(xi-s)]-1/2 ds =

0
5

1/-1/2
x 12 . 1k W(xk) F(xi'xk) (x i  )- X) (C-31)

k=l

The Second integral in equation (C-28) can be evaluated by the extended

Simpson's r'ule [Reference C-3; p. 880, equation (25.4.6)]:

f (s) ds = - (x ) + 4 + f(x +

X,

3_ Indbook of Mathemat ical Funct ions," Ld. M. Ahramowitz and I .A.
Stcgte , NBS App. ath Series, 55, NBS, Washington, D.C. 1964.

C-11
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+ 2[f(x) + f(x)

+ f(xip)] (C-32)

Note that i-p is always an even integer. Then,

xip W(s) F(xi,s) [s(x i- s)]-1/ ds

X,

3 1 1 -x)

i-p-1

4AxF) -x/2 1/

+ 4F(x (xi'x x (x

+ 1-1-p (C-3.;
+ ZNd~xi) Fx,xi zj[ xi _ (x-x~)I

.Johler (References C-2) evaluates the third integral by a combination of

Simpson's rule and the trapezoidal rule. To obtain sufficient points for

the Simpson's rule integration the lower limit of integral 3 is changed

to t-p-i, a correction term using the trapezoidal rule is added and the

total is divided by 2. The result is

iI
iW(s) F(xis)[s(xi - s)]- 112 ds =

Ax1/

11()- 1) A W(x -,) F(ix. ,A .'[SAL~

* .4 W (x - x.. F: xi xi x.)[. Ax (xl _ x3 ]- /

-1/

+ 4(xi  - x) F (xi ,xi  - x.A )[xx(x. )1

C-12
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+ 3 F W(x. 1 1 x [x x x ,)11/22xi 2)  (x i  x2 ) [x2(x i  x2)]-/

1 1x Fxx x4) . x4)I -i21

Wx - x4 ) F(xx - Ix (x  -

It is not obvious that this technique is really more accurate than a

trapezoidal integration over the original range of integration. In the

form shown in equation C-34 note that x.ij = x. - (i-j)Ax = x. - x j+11 1 1

and x. - xij. = (i-j)Ax = xij+ 1 . This integral is identically zero for

p = 1 (i,odd).

The derivation of the formula representing the evaluation of the final

integral in equation C-28 is still obscure even after studying Reference

C-2 . As Johler points out this integral requires special treatment because

of the singularity at x = x i. The formula given by Johler after much

algebra is

W(s F(xi,s) s(x -ds

x i-'

SA 3 -1/2- 5 .~.u (xi - )(x.'x. - X3) 3i-x9)

14 A xxxx(x i  ]-1/2

15 W(xi - Xx2) F(xx. - X1 I

+ 0.6 W(xi) F(xis) [s x i  s) ds (C-35)

x.-1

with

S (x [s(x s)-l/2 ds

xiCl
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2 2 . +a 2Z [ ( raz 2 -1(C-36)

Sensitivity to Surface

Impedance and Terrain Models

A thorough sensitivity analysis of the integral equation program sensi-

tivity to errors in defining input quantities (surface impedance and terrain)

requires extensive parametric computer calculations. However, an initial

insight can be gained by examining Equation C-11. The terrain and surface

impedance definitions have their most important effect through the term,

T, where

T + [ I+( + Ykr)h

Errors in defining T will result in errors in the integrand. The effect

of errors will depend on where they occur in the integration interval.

Fluctuating errors may tend to compensate one another. Bias or constant

errors will produce a similar constant error in the result.

Impedance variations for a multilayer earth are discused in

Appendix ). Data there show varialions in effective imped ace amplitude

and phase for various electrical properties and dept it of !,urfface and

subsurface layers. The data show clearly 1hat uncertaiit es ill Inlal

soil depths and depth of saturated and lsaturated layers can produce

phase uncertainties in the impedance va lies of 1(ths of' r,dians . '11 is

error, translated to an equivalent phae error in the defi nit ion of WV

would result in predict ion phase errors of 100's of jianouseconds.
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Effects of the term I + 2

can be estimated by comparing variations in it with the impedance, A.

Typical value of A are

o (mhos/m) E/c A

-4
10 10 0.19 + i .11

-3

10 15 0.016 + i 0.016

Dr)

Calculation of -n (for a receiver on the ground) is performed
Dn

us inpg

azk
D r -. . ... .k

n a(l-Cos AO) + zk z cos AO + a + zk

c + zj sin AOj r 21 (C-38)

where the geometric quantities are defined in Figure C-2. z is

the derivative of z k with respect to s,

2 2 2

r 2 = (a + z ) + (a + z.) - 2(a + zk) (a + z cos AO, (C-39)

and

AO = (x-s)/a e . (C-40)

Using Equations C-38 through C-40, the values in Table C-1 were
r.,

computed for n -at various points along the pat.h and various values

of Zk, r 2 , and -
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r2

T Zi

REFERENCE
SPHERE

Figure C-2. Geometry used for defining variations in 'r2
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ar2

an k = 0

k k

r 2( km" 0 0.01 0.1 0.2 0.3 0. 4

20 0.002 0.012 0.096 0.184 0.264 0.339

100 0.008 0.017 0.103 0.190 0.270 0.345

200 0.016 0.025 0.110 0.197 0.277 0.351

300 0.024 0.033 0.118 0.204 0.284 0.358

500 0.039 0.049 0.133 0.218 0.297 0.371

700 0.055 0.064 0.148 0.233 0.311 0.384

?r 
2

Zn , zk = 2.5 km

z

" rm) 0 0.01 0.1 0.? 0.3 0.4

20 ".12 " 0.135 0.215 0.237 0. ,37 0.4 ,?

100 0.033 0.043 0.127 0.21P 0.29? 0.366

200 0.028 0.038 0.122 0.20 0.288 0.36?

300 0.032 0.041 0.126 0.212 0.291 0.365

500 0.044 0.053 0.137 0.223 0.302 0.375

700 0.059 0.068 0.151 0.236 0.314 0.387

2 Z 5 km

n 0 .01 0 .1 0.? 0 .3 - 0 .A

21 0.251 0.260 0.332 0.406 0.475 0.510

100 0.058 0.067 0.150 0.235 0.313 0.386

200 0.041 0.050 0.134 0.219 0.2908 0.372

300 0., 0 0.050 0.131 0.219 0 .298, 0.372

500 0.149 0.059 0.142 0.227 0.306 0.371)

70) .06? 0.072 0.1511 0.239 0.317 0.390

Table C-. Variation of 3r2 due to variation in local terrain slope
,an

at various distances from the receiver.
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Examination of the tabular values indicates that the variation of
3r')
n is about 0.8 to 0.9 times the variation in zk. To obtain an

estimate of the sensitivity of the term T (Equation C-36) to errors in

elevation values, we can use

Zk + 1 Zk

-k  d (C-41)

where z k and zk + 1 are elevations at two adjacent points along the

path and d k is the spacing between them. Using C-40, the amplitude and

phase variations in the term T as a function of the error in the differ-

ence (Zk + 1 - Zk) was computed for two typical situations. The re-

sults are shown in Figure C-3 and C-4. For a surface slope near zero,

the phase and amplitude errors can be large for elevation errors as

small as a few meters. For a nominal surface slope of 0.1, the phase

errors are significantly reduced (due to the large nominal value of

) I)It Figure C-4 shows that even in this case, elevation errors

measured in 10's of meters are significant.

One further point can be noted from Table C-1. When the slope is

large the value of r2 significantly exceeds A. This indicates that for

a large portion of thne path from Searchlight, Nevada to Ft. Cronkhite,

California, the elevation values should dominate conductivity variations.
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Figure C-3. Amplitude and phase errors of 3term T as a function ofelevation error for,(j = 10- , C/ 0  15, r 2  300 km,
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APPENDIX D

MULTILAYER IMPEDANCE

The electrical properties of the earth are inhomogeneous in the

vertical direction, and the skin depth at 100 kHz is large enough to

require consideration of the subsurface layers. Wait (Ref. D-1) has developed

formulae for the effective surface impedance. The calculation requires

an iterative solution for the effective impedance, Ze, defined by

Z2 + K1 tanh ulh 1z= Z = KI 2 1

e 1 1 +Z tanh ulh
1 2 1 1

+ K2 tanh u~h
Z =K 3 2 2Z 2 2 K + Z tanh uh 22 3 2

(Li - 1 )

Z K m+l+ K tanh u h
m mK + Z tanhuhKm m+l m m

K + KMl tanh UM_lNl
ZM-l KM- KMl + KM tanh uMlhMl

where layer 1 is the top layer, 2 the next layer and the M th layer is

the bottom layer, assumed to be semi-infinite.

The quantities are defined by

uK -m (: -2
m a + i we

m n

2, 1/2um  = (X2 + y m.)  -)

1/2

Ym (i 0 1m w - -n m co-) (D-4)

x = -i y sin e (1 -B)

y is defined for the air above the surface

Pm = permeability of the layer

C = permittivity of the layer (farads/m)

D-1. Wait, J.R., E ot ,omazot. W es t, StrztifO !,
1962, Perga'uon Press, New York, NY.

D-1
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W= wave frequency, radian

h = layer thickness (meters)
m

Ci = layer conductivity (mhos/meter)m

e = angle of incidence of the plane wave on the earth's surface.

In the calculation for vertically polarized ground waves, it is

assumed that sin e 1.

The solution is obtained by computing KM, KM_1, then ZM_1, and

continuing for the required number of layers.

The procedure has been used to calculate the effective normalized

surface impedance for an assumed 3 layer model of the earth. The

layers considered are unsaturated soil, saturated soil and bedrock.

Figures 0-i through D-12 show the amplitude and phase of the surface

impedance for a range of values of the electrical properties of each

of the layers. 1 is the conductivity of the top layer,a 2 the condic-

tivity of the second layer, etc. The relative dielectric constant

was assumed to be 15 in all cases. The graphical data indicate a sig-

nificant sensitivity to the definition of layer thickness and electri-

cal properties.

In the formulae on the various propagation models, the relative

impedance A is used rather than Z A is related to Z by

e air (D-6)

where

air o 0

where n is the refractive index of air. For uh 1 + , the formula

for A approaches that of a single layer.

2iwn c icrfw
00A1  = o /+ ~ -og + (D_,QS0 + C E W_ a + ice EW

g go go
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APPENDIX E

TERRAIN DATA FOR WORST CASE PATH

The terrain data for the worst case path were originally obtained

as surface altitude in feet above mean sea level as a function of

distance in kilometers from Searchlight, Nevada. The worst case path

is the Geodesic connecting Searchlight to Fort Cronkhite, California.

As the original data is read into the program, it is converted to

altitude in meters above mean sea level.

The approximately 2400 entries making up this data base were

printed out and are reproduced on the following pages. The distance,

D(km), is in kilometers from Searchlight and the altitude, H(M), is

in meters above mean sea level.

E-1
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D(KM) 14(M) 0 (214) K41)2M) H4(M) H((4 4(?A)

0. 890.0 0,2s 883.9 0.50 877.8a 0.75 871.7

1.0 8561.40 853.18 1,85 8641.2 2.35 829.1

3.05 8169 48.10 760.3 48.S3 780.3 55 86.

3,0.5 8917,7S 41.2 8.65 53.18 993 bS~b

10.93 877.8 11.88 89000 12.70 902.2 13.1391.

13.90 926.6 14.180 938.8 118.88 951.0 15.53 9b3.2

15.83 975,18 16.30 9610b 16.80 999,7 17.20 1011.9

17.7S 10218.1 18.10 1036e3 18.58 10488.5 18.95 1060.7

19.185 107?.9 t9.90 1085.1 20.38 1097.3 20,95 11090S

21.185 1121.7 2195 1133.9 22.145 1116.0 23.25 1170.4

23.70 1182.6 218.05 1194.8 24.30 1207.0 218.60 1219,2

25.00 1231.18 2S.2P, 124396 25.60 1255.8 25.83 1268.0

26.10 1280.2 26.25 1292.08 2b.75 13018.5 26.93 131697

27.0s .1328.9 27.30 131911 27.b6, 1353.3 27.90 1365.5

28.03 1377.? 28.35 1389.9 P8.50 14802.1 28.65 1414o83

p2i.93 14826.5 29:?0 11838.7 29.25 11850.8 29.35 11863.0

29.485 2187.2 29.,55 11887.4 29.70 t19. 99 511.8
10.0 1528.0 0.18 1528.0 30.50 1536.2 30.95 18.'

30.0 120 30.65 152.8 30073 1585.0 30.80 1597.2

30.85 2609.3 30.90 1609.3 395 1547.2 3.5 18.

31.10 1597 .2 p1.13 1693 311061. 12 1633.7

31.30 164S5.9 31.3s 1658.1 31.60 1670.3 31.705 15975.2

31.80 ths33.7 11:85, 1621.5 31.90 1009,3 3j9 159.4

3.0 1585.0 32.05 1572.8 32.?0 1560.6 32.30 l'81

325 5632.005 151. 10 1511.P 33.05 148996

33 .20 1887.18 ~ 3355 1463.0 33.75 t4850.8 33.95 14113.7

3u.,,ds 142h.5 34.50 10183 3_;4.70 IU02.1 3S.00 11A9.9

W52 37.1 3s 70 1565.5 36:.,0 t371.7 3,.35, 13h9.9

3b,.or# 118)12.1 3b: (1c 1414,13 3b.5 1t2l 3.0!A.

3t,.79 1377.7 '3b.6'5 1365.5 3b6.5 1393.3 37.00) t311.1

310 393.3 37.10 13181.1 37.?0 1353.3 37.30 113.0

37.480 13181.1 37.145 1353.3 37,55 t365.5 37.o0 1353.3

3770 23811 37,7S 13111 73 1393.3 37.85 13b5.5

37,180 1377.7 17.95 13s9.9 18.00 1802.1 3.10 11811.3

17.06.5377 . 30 141183 3d.180 11802.1 38.50s 13s9.9

3p.b0 1377.7 38.70 1365.5 34.01 5 39.00 13292o1

3 ,7.02 tl2R.9 39.018 2316.7 39.06 1301.3.019.8

34.10 2?0.2 3Q*253 1268.0 39.35 Q255.8 39.185 1211.b

SO.55 t251.18 39.7S 12192 39.80 1207.0 .39. 6S 11918.8

180.00 1182.b 180.10 1170.18 40.35 1158.2 '80.60 11186.0

180.90 1133.9 4t.15 II107 481.55 t109.5 41.80 1097.3

18.0 2052 12.180 1072.9 182.70 1060.7 183.00 10183.5

183,2% 20345.31 8.5 01 44.05 1011.9 441.50 99.?

1887.6 oAs.?5 97,18 185.q0 963.2 169 5.

187.55 9304.1 41..0 Q?6,6 18.,53 9118.il 49.10 902.2

4.0 877.8 50.65 853.18 51.75 829.1 93.,25 804,.7

61.50 A048.7 62.8 69. 618.10 853,18 65,25 87.

t-0.05 902.2 66.70 926.6 67.20 951.0 67.75 975.18

88.25 999.7 68.7S t0218.1 69.15 20188.5 69.50 107299

69.90 1097.3 70.25 1?. 70.65 11186.0 71.20 1170,14
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0(KM) H(M) O(KM) H(M) 0(K6) M(M) D(K6) m(m)
71.60 1190.8 71,60 1219.2 72.00 1243.6 72.10 1243*6
72.40 1268.0 72.70 1292.4 72.80 1292,4 73.15 1316,7
73,0 1341.1 73.60 1365,5 73,80 |389.9 74,00 1389.9
74.10 1414.3 75.30 1438,7 75,00 1463.0 75.60 14087,4
75.75 1467.4 7b.40 1511'8 76,90 153692 77,30 1463.0
77.40 2438,7 77,05 1414,3 77.60 1389.9 78,00 1365.5
7A.40 1341.1 78,50 1316.7 78.90 1292.Q 79.40 1268,0
79,70 1243.b A0.25 121902 80.35 1194 8 81.00 1190.8
81.20 1170.4 81.60 1170o4 82.30 1170.4 83,00 119.8
83,.0 1194.8 83,0 1194.8 O3.50 ,219.2 83.70 1243.6
A3.85 1268.0 83.90 1292.4 am.00 1292.4 8,.10 1292,4
80.20 1316.7 84.25 1301.1 AQ.33 1365.5 84.38 1389.9
8U.45 1'l1.3 84.50 1438.7 84.75 1463.0 ba.60 1063.0
8u.85 143.7 85,00 1414,3 85,0p 13b9,9 85,18 1365,5
85.20 1341.1 85.35 1341.1 85.40 1365.5 85.65 1389.9
85.70 1414. 1 A595 1410.3 86.25 1389.9 *86.31 t365.5
8b.57 1301.1 8b.45 1316.7 86.50 f292.0 86.55 1268.0
8b.b5 123.6 87.OO 1219.2 87.08 1194.8 87.20 1170.
A7.93 106.0 A7.75 1121.7 80.hO 1097.3 u9.45 207?.9
Q1.35 1072.9 Ql.bO 1097.3 Q1.70 1M2,7 91.75 1lu6.0
91.ti0 1106.0 92.qO 1121.7 92.00 1121,7 92.20 t1Oi.0

1170.4 Q2.30 1170.0 92.35 2106.0 92.8( 1121.7
1097.3 )3.b0 1097.3 q,08 16.0 90.18 1121.7
2.i0 I097.5 05.u0 1072.9 96.90 104,85 97.60 1060.7

Q7. 70 1 04P.5 Q 7 ,-5 1008.5 97.90 1048.S r 9. 30 1048.5s
9P.00 114.5 201.00 2008.5 101.7 )072,9 101,45 I0Q7.3
1np.2 1121.7 1O?.o tlub.0 102.20 1170.4 102.95 !lq.1
103.00 I?19.2 03,00 1243.6 103.55 2268.0 103.oO 1292.4

103.70 2328.7 105.75 1341.1 200.00 2316.7 1OU.0 1292.4
104.40 I204.0 100.OAA 22U3.6 105.00 1288.0 105.10 1q2i4
109.20 131b.7 105.o() 1341.1 105,89 1565.5 106.10 13PQ.9
10n.302 1114.3 100.3s 1438.7 106.3 14o3.0 200.05 1087.4
10h.50 2IS1.8 lOo.55 1536.2 106.60 2560.6 106.70 1585.0
nb.gO, IcO0.s 10o.63 1033.7 1b.b5 2658.1 100.88 1682.5
toe.9O 1706.9 10h.95 1706.9 106.97 26A2.5 20o.98 I256.1
107.00 1h63,7 107.05 1b.q93 107.10 1585.0 107.15 1560,6
107.30 15sb.2 107.40 153b.2 207.U5 15b0.6 107.48 15F5.0
107.C5 1560.6 107.56 1516.2 107.65 1511.8 107.70 2487.4
107.75 165.0 107.90 1463.0 107,85 1 4 R7. 107.68 1511.8
107.90 1536.2 107.95 1560.6 108.00 1585.0 108.05 1SOl.h
10M.?5 153h.? 204.30 1560.6 108.55 1985.0 108.60 100Q.3
10t.bl% 2b33.7 106.70 1o58.1 109.10 1te,2.5 109.20 1706.9
tOq.28 17 1.3 104.30 1755.6 109.35 1780.0 109.55 110 ..
tn1.75 182A.8 109.80 1853.2 109.85 1877.6 109.88 lQ02.0
I0o. 926.3 109.95 1950.7 109.98 1975.1 210,00 1999.5
120.05 2023.9 110.08 2048,3 110.10 2072.6 110.15 2008.1
110l45 2n72.6 111.25 2048,3 111.30 2023,9 111.35 1999,5
l12.0O 1,90.7 111.45 1926,3 11.50 1902.0 111.55 1877.b
111.00 1851 . 111.70 1 ?Fl.8 11.75 1800.4 111618 1780.0
111.0 1755., 111.65 1731.3 111.90 1706.9 111.95 1682.5
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D(Km) H4(M) 01)(K M) 14(M) D(KM1) H (1M) D(KM) 14(M)
111.98 1658.2 112,05 1633.7 112.10 1609.3 112,15 1585.0
112.20 1609.3 112.2% 1609.3 112.30 1585.0 112.40 1560.6
112.53 1560.6 112.55 I585.O 112.60 1609.3 u12.es 1633.7
112.75 1633.7 112.80 Ib09,3 112.85 1585.0 112.88 1560.6
112.90 153b.2 112.95 1511.8 113.00 1487.4 113.20 1487,4
113.30 1487.11 113,40 14A7.4 113,55 1463.0 113,60 1487,4
113.75 1487.4 113.A0 1463.0 113.83 1487,4 123.85 1511.8
114.00 1511.8 114.15 14i81,4 114,20 1463.0 114.25 1438.7
114.30 1414.3 114.35 138I9.9 114.40 136595 114,55 1341.1
114.58 131b. 7  114,65 1316.7 114.75 1341.1 115.00 13ill.l
115,10 1316.7 115.?0 1292.4 115.30 l2o6.O 125.40 1243.6
115.55 1219.2 115.80 1194.8 116.00 1170.4 t11.40 1146.0
117.10 112.1.7 117.30 1097.3 117.80 1072.9 117,90 1048.5
118.10 1048.5 118.20 1072.9 118.40 1048.5 118.60 1036.3
118.70 1049.9 118.75 1060.7 118.040 1072,9 118.90 1085.1
110.00 10,47.3 119.20 1097.3 119.25 1085.1 119.30 1072,9
119.35 1fl60.7 119.38i 10U8.5 119.40 1036,3 119.43 1048.5
119.115 1060.7 119.So 1072.9 119.55 1085.1 119.60 1097.3
llQ.nS, lIQQ.s 119.67 1121.7 119.b9 1121.7 119.70 1109.5
119.15 1097.3 110.7A 1085.t 119.80 1072.9 119,85 1060.7

10480 n".C 114.0r, t036.3 1?0.00 1024.1 120.05 1011.9
l .)04 q99*/ i?%0,0Q 987.6 120.10 973.4 2?Q.13 963,2
120.1s 95I.tu 120.16 938. 8  120.19 92b.6 120.20 914,4
120.?"' 90)2.? 120.30 t890.0 1,0.40 877.8 120.49 865.6
2e'f.1''3 F53.1 IL'0,)0 641.2 121.10 829.1 121.40 8216.9
121.7c5 M?:i.7 I??.10 792.5 122.50 780.3 122.d5 7b8.1

I Ii.e1 5L ) 123.015 79J3.7 1;)4.00 731.5 124.o)" 719.3
ll el 7o7.2 lpt3.00 107.1 12b.20 707.1 127.00 707.1

1.)7,l ? o t4 4. 11)1.80 b694.9 128.10 b94,9 12 8. a0 767.1
IIiIS 707.1 P?8.80 t2914.9 128.90 b82.8 229.00 670.b

IP9.10 09,l.4 13o00 t)70.6 131.00 670i6 132.00 670.6
12. ,7)*1 111,00 1 b7 1 b 11330 S 4 ,o6l 133.70 5148.6

I4.uO sg4,eC I U,5fl 573.0 115.30 560.8 13b,2s 548.6
l36.5 53e,.4 13b,.90 524,3 137.60 512.1 138.b, Q994,9
119..00 '4R7.7 1;9.20 4867.7 139,30 487.7 119.50 a75.5
IIq.b5 o63,3 140,u0 451.1 140.20 438.9 140.20 t4o3.3
240.30 ub3,3 140.b0 426.7 140O.80 426.7 141.20 438,9
jul.30 43h.9 141l.bO 43A.0 141.652 451.1 141.80 451.1
lllhj,50 4631.1 IU2.10 463.S 142:75 4h3,3 142:::0 452:1
2'i.so 4513.3 1a?.75 463.3 142.25 453,3 !142.80 451.1

141.7n 5. 141.1 24,4.90 d38.9 145.10 438.9
1115.25 asm.9 145.60 438,9 14b.10 438.9 14t6,69 451.1
14t.70 a9t,1 2:6,95 451.t 147.10 452i.1 147.15 451.1
147.40 14314,4 147,*0 439.9 147.75 438.9 147.85 438.9
248'.Ou 438.9 148.25 4151.1 148.35 451,1 248.50 451,1l
1438140 452.1 1119.00 451.2 24s9.75 4bO3.3 250.10 475,5
190.'40 I:87,7 190.70 1499.9 151.10 512.1 151.Q0 S21A.S
152.80 516..3 152.00~ 548.b 1532.40 560.8 152.80 573,0
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D(KM) H(M) D(Kml m(11) 0(K12 94(M) 0)(Kis) h
152.90 S5.0 153.10 SO5,2 253.20 597.4 IS3.3% b09,6
151.45 621.8 153.50 634.0 M53.5 b46.2 t53.60 658,4
153.70 670.b 153.75 b82.e 153.90 670.6 154.00 670,b
154.20 00.6 154,15 682.8 154,50 682.8 154.60 694.9
154.70 b94.9 154.60 707.1 155.00 719.3 155.20 731.5
155,25 743.7 155.30 755.9 155.35 768.1 155.40 703
255,45 792.S 155,50 804.7 255.55 $16.9 155.60 826.9
155.65 904.7 155.70 792.5 155.75 804,7 155.80 816.9
155,95s 81b.9 15)6.00 604,7 256.20 816.9 156.30 829.1
14;6.40 829.1 156.50 841.2 156.70 853.4 157.00 853.4
257.13 p865.6 257.25 877.8 157,40 890.0 157.55 902,2
157.60 914,4i 157.70 q26.6 257.75 938.8 157.80 9510
157.90 963o2 1S8.00 975*iu 158105 Q87,b 158.13 99q.7
158.25 .1011.9 158.17 1024*1 258.20 1030*3 158.23 2014815
251%,25 1060.7 158.218 106007 15;8.29 2048,.5 158.30 1036.3
154,35 10214.1 158.40 1011.9 158.50 999.7 158.80 1011.9
150.90 1024.,2 139.uo 1036.3 159.20 1036.3 159.30 103b.3
1-)9.40 10.16,3 259,50 1036.3 15q.80 1024.1 160.00 1011.9
160.15 q997 160."0 917.6 160.60 975.4 160.70 963.2

161.00 951.0 2631.30 938.8 161.60 926.6 Ih1,tiO 9144 4
162.00 go?.,? 162.30 890.0) 162.t0 877.8 163.00 865.6
163.,10 8S3.4 264,00O M'L1.2 164.30 829.1 1614.40 829.2
Ih4oS0 M~29.1 1o9s.tor pI6.q 165,10 804.7 165.40 792.5
265.h0 ?7l(*3 2b,5.80 766.1 166,00 755o9 16h.40 743.7
toe'.90 7S2.5 lo7.0)0 731.5 267.40 731.5 167.45 719.3
2b7.50 707.1 le,7,jO t)1;4.9 167.80 682.8 168.00 b70.6
It's. 0 b 7o . C t 2i.,40 e)70 .b 1( ab. SO b70ob 168.70 4!!

I~2 659.60 bi .4 169 )S h.40 bf462 169.b0 63,4.0
16 9.75 h3l.0 169.t0 o44,.2 169.85 t656,4 169.90 00.6
171.10 7i1.S 170.19i 731.-.) 170.20 719.3 170.29j 707.1
17u.30 t94.9 170.39, 65".3 170..Jo b70.6 170.60 h4.I
170.70 bbi~.5 170.c b70.6 17o.85 bk?.8 170.127 t694.9
170.90 707.1 170.95 719.3 171.10 731.5 172.11 743.7
M7o17 755.9 171.20 768.1 172.23 7AO.3 171.26 742.5
171.30 P30.3 171.13 768~.1 171.36 755.9 171.39 743.7
171.40) 732.5 171.4i 719.3 171.45S 707.1 17t.50 69(1,9
171.55 b82.8 171.t~o t70.h 271.63S 642.6 271.05 694.9
171.70 b,32.$ 172.75 670.6 172,00 b70.6 27e.10 bjR2.8
172.1i 6914.9 172.20 707.1 172.25 719.3 172.35 731.5
172.40 719.3 172.45S 707.1 172.50 694.4 172.55 682.A
272.b0 070,6 172.70 082.8 172.99 694.9 173.00 707.1
273.05 719.5 173.10 711,5S 273.15 743.7 273.18 755,9q
175.?0 768.1 173.50 70.3 173.70 792.5 173.75 804.7
175o78 416.9 175.kill s29.1 173.9o 8111.2 274.00 85S.4
l7a.25 85i.4l 174.30 883.q 174.40 914.4 174,49 45
2711.50 97S5,4 174.59 200S.)3 27(4.60 75.4 174.65 9U4,9
174.70 914,4s 274.75 683,9 1714.80 853.4 174.90 623.0
175.00 79?.S 275.20 762.0 175.40 731.5 175.60 731.5
179.60 7b62.0 175,qo 792.5 176.10 823.0 176.30 851.4
276.40 m83,9 17h.50 191 .4 1 7b .75 Q4. 177.00 975.4
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SK1) H(M) D(KM) H(M) 0(K) HC) D(KM) H (M)

177.10 1005.8 177.20 1036.3 177.30 106h,8 177,40 1097.3

177.50 1158.2 177,70 2182.6 177.80 11,i,? 178.00 1158.2

170,05 1188.7 1783,u 1219.2 178,30 1249.7 178.,40 1280.2

178,65 1280,2 178,90 124q.7 179,20 1219.2 179.30 1188,7

17q.35 11S8,2 179.630 1127.8 179.90 1097.3 179195 1066.8

180.00 1036.3 80.I20 1097.3 180,40 1036.3 180.50 1005.8

180.60 975.4 180.80 975,14 180.85 1005.8 180,90 1036.3

181.01 105b.3 181,30 1066.8 181.40 1097.3 181.50 1127.8

18I.52 1158,2 101.5S 1188.7 181.65 1219.2 181,70 1249.7

IIO.8 1219.2 192.05 121q,2 182.10 1219.2 182,20 Ie87

192.30 119.2 182.40 1127,8 182.50 1097.3 162,70 106698

IP2.85 1097.3 182.qO 1127,8 183.00 1158.2 183.10 1127.8

1 520 I15.2 I13.0 1188.7 183.40 1219.2 183,45 1188,7

1 .50 1219.2 183.55 12u9.7 183.60 1230.2 t33.70 1310ob

181080 14j1.1 183.90 1341.1 184.00 1310.6 l8i.10 12P0.2

IAi.1 5 1149.7 18t.20 I!19.2 184.60 1280.2 1814.0 1280.2

185.00 12 19Q.2 t 5 .I 10 t1814. 7 185.20 11 98a.2 1195 .25 1127.8

125.30 1097.3 1F5.35 lObb. 8 1A5.40 1036.3 185.45 Iu05.1

18.50 q75.i 095.31 9144q 185.55 914.4 18'4.6 8C3 .4

185.h7 A53 .14 1 AS .70, 853 .4 1 85. 75 k-43.9 1)45.80 9114.14

18S.85 qU.9 !35.90 ()7514 1A50q3 luo%.8 185,9 1)36b3

186'.00 1066.8 Aj I A %S 197 3 186,,.0o7 W17.8 1,41. 10 119'4.2

1;l.a5 1127.6 i) .50 1097.3 130.55 106b.8 186.6) 1036h3

1~~h 05.8 1 0). 65 q75*14 I Pt). 7 0 q4 .9 1b l8. 79 14. L

lkFt ' 1 .t o 9 1u .14 1107.50 9114.14 187.90 9 1 a. a

q1k "o '4 7145 4 P~5 1 6 
MIPA ') 89 3 7. 4 188.705 7-42o5

it'3. Q) 731.5 1 o1.O0 7(.1 1114.25 731.5 189.s0 731'5

19,35 t70. b Ie .q a0q, 1°,'i 5 .o 190.00 5. .b

191).25 UA. 7 .7 41 ,) C a t,. 7 19o0aa 12e).17 IQ o.b5 3s S. 8

111.25 142.9 191.30 121. IQ1.50 b1.n 191.70 0.

1Q].90 0. 1q?.?o -b.0 200.9% -73.2 201.25 -61.0

201 .0 -8.8 201.11 -16.6 201.Q5 -?4.4 202.10 -12.2

20(2.0 0. 202.45 12.2 p02.o5 20.14 202.85 3b.6

2 3.0% 18.8 203.25 61.0 20,3.40 7.. 203.50 35.3
201.80 97,5 204.10 10O.7 2014.,40 121. 204.O0 134.1

20J.70 15u.1 20U.80 141 b. ?09.00 1a1 .S 20S.10 la6.3

e05.15 15-.5 t'05.25 17n.7 205.o0 Ipk.q 205.70 170.7

205.80 18.9 11)h.,)O I82.4 205.10 1Q,11 206.1 207.3

2o 207.3 206.60 ?0 7 .3 ?Ob.70 21Q,5 21)(.95 ? 31.6

?01.00 243.8 ?07.2) 25t) 207.40 2hA.2 207.60 280.4

?07070 242.h 206.00 3014.8 20A.40 33%.3 208.70 3b5.8

'09.00 42h.7 20q.410 457.2 20Q.70 147.7 210.40 5148.6

2Iobo 009.6 ?11.20 070.6 212.,40 731.5 213.00 792.5

215.U0 os,. 2tI.50 9lu." 213.60 975.4 2114.10 1,)36.3

2114.30 1o97.3 214.u0 119802 214.50 121q,2 2114.80 1219.2

215.00 1219.2 215.20 1158.2 215.40 1158.2 215.50 121q,2
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0(1M) H(M) D(KM) M(M) 0(KM) H(M) 0(KM) M(M)
215.90 1280.2 216.10 1341,1 216020 1402.1 216.40 134t,1
216.60 1402.1 217900 1463,0 217.30 1430,7 217.50 1463.0
217.55 1438,7 217.0 1410,3 217.b5 1389,9 217.80 1365.5
21,00 1565.5 218,20 1389,9 218,2S 1414.3 218.40 1438.7
21.60 1463.0 ?18.R0 1524.0 219,00 1585.0 219.50 1706,9
219,60 1828.8 219.80 1950,7 ?19.85 1975.1 219.90 1999.5
220.00 2023.9 P20.0S 1999.5 220,35 1975.1 220,40 1950,7
2?0.00 1950.7 221.10 2072.6 221.40 2194.6 221,60 2072.b
222.01 1950.7 222.20 2194.6 222,40 2316.5 222,70 2438.4
223.00 2560.3 223,5 2662,2 223.40 2804.2 223,60 2682,2
223.80 2804.2 224.00 pb2.2 224.20 ?560.3 224,50 2438,4
225.00 2316.5 225,30 P621.3 2?5.60 2560,3 226,00 2438,4
2?b.50 243.4 2?6.90 2560.3 227.10 2682.2 227.20 2682.2
227.40 25e0.3 227.60 2682.2 227,80 25b0.3 P28.00 2438.4
228.140 2438.4 228.50 231b.5 228,80 2194.6 229.00 2194.6
?29.20 4225.0 2P9.40 2194.6 230.00 2072.b 230.40 20729b
230.60 1990.7 231.00 1950.7 231.10 1828.8 231.30 1706.9
231.bO 1589.0 231.65 1560.6 231.70 123194 231,0 1097.3
232.00 1097.3 232,05 1219.2 232,10 1341.1 232.50 1341.1
23f.so 14t3.0 a33.10 1463.0 233.30 1341.1 233.90 1461.0
23a.20 1341.1 P35.40 1219.2 236.70 1097.3 235.00 975.4
25S..75 .,j 35.50 951.0 256.00 597 4 236,40 634.0
?Sb.70 9750a P37.20 653.4 237.40 731.5 237.45 707.1
237.50 b02.8 237.60 65 04 238.00 b34.0 238.50 634.0
S,4.00 hoq.b 240.O0 597.( 241.00 609.6 241.50 579.1
2m.00 S'q.1 ?42.50 57Q.1 243.00 5U.6 243.40 597.4
?4(.o "75.0 ?a-.0 573.( 45.00 513.0 245.50 573.0
2!40..00 SOA.t6 24t.S0 536.4 ?47.20 5214.3 247.60 S12.1

90q 2"912() 499.9 2494.30 512?.1 249.50 5?4.3
5211.1 2s2.00 524.; 251.60 536.4 252.10 548.6
c-70 5n.8 ?53.'0 573.0 293.bO 585.2 253q0 5q7.4

?54.00 609.t 25u.30 622.8 254.20 b34.0 254.bO 64b.2
5$4.70 h5.k4 255.00 t70.6 255.30 670.6 255.40 b70.6
255.70 701.0 Jso.00 731.5 257.00 731.5 257.60 731.5
297.80 743.7 257.90 755.9 298.10 768.1 258.20 792.5
258.40 80a.7 2r8.60 616.9 256.70 829.1 258.80 841.2
2S8.90 853.4 259.20 8b.6 259.b0 914.4 259.70 975.4
?2q. i0 1036.3 25q.90 1097.3 260.20 103b.3 2b0.bO 1036.3
261.00 1280.2 2bl.20 14OP.1 261.00 1463.0 261.70 1524.0
.b2.00 1585.0 ?b?.20 1524.0 262.,0 1463.0 262.70 t463.0
?h2.Ao 1402.1 263.00 1341.1 ?63.30 1280.2 263.50 1341.1
PhS.70 1402.1 263.80 2463.0 264.O0 1524.0 265.00 1565.0
26S.10 15241.0 265.30 1463.0 265.50 15240.0 265.70 1461.0
265090 1402.1 2tb.00 1389.9 26h.05 1377.7 266.10 1365.5
?etb.20 15S3.3 26o.30 1141.1 26o.70 131O.b 26b.90 1280.2
267.20 1249.7 267.50 1219.2 267.60 1207.0 267.70 1194.8
P.$.fnO 1182.b 26S.20 1170.4 268.30 1158.2 269.00 1097.3
)6q.50 1127.8 270.00 1156.2 270.30 1170.4 270.40 12P.6
270.45 1iV4.8 270.90 1207.0 271.00 1219.2 271.05 1231.4
271.50 1243.6 271.60 1255.8 271.70 1268.0 271.80 1280.2
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(1(KM) H(M) f)(KM) H(M) D(KM) M(M) D(KM) H(H)

271.95 1292.4 272.10 1304.5 272.30 1316.,7 272.M5 1328.9
272.,60 1391.1 272.65 1353,3 27U.70 1365.5 272.90 1377.7
273.00 1389,9 273.10 1402.1 273,20 3419,3 273,0 1426,5
273.50 1938.7 273.55 1450.8 273.60 1463.0 274.00 1524.0
279.10 1585.0 270.30 164s.9 274.50 1706.9 275.00 1706,9
276.00 1706.9 27b.30 1645.9 276.50 1585.0 27b.70 1597.2
276.80 Ib09.3 277.10 1621.5 277,30 1e21.5 277,bO 1b09.3
277.80 1597.2 278.00 1585.0 278.50 JblS.4 279.50 1645,9
279.60 1633.7 279.70 1621.5 279.80 tbO9.3 279.90 1597,2
280.10 1585.0 2A1.00 1585.0 281.50 1615.4 21.6o0 1b6s.9
2A2,0 1585.0 283.00 155.45 283,40 152I.0 283.50 1611.8
2A9.00 1511.8 2A4.30 9q9,6 284.80 1987.9 285.50 175.,2
285.75 163.0 289,90 1461.0 287,00 1463.0 287.60 1463.O
2Ai.25 1450.8 289.00 1950's 290.40 1450.8 290.50 1438.7
29o.70 1438.7 290.90 1426.5 291.70 1432.h 292.00 1402.1
292.40 1402.1 292,f 1402.1 292.70 1371.6 293.00 1402,1
243.20 1377.7 203.30 135.5 293.50 1353.3 299.00 1391.1
24.50 1341.1 P95.00 2391.1 296.00 13U1.1 296.40 1391.1
297.70 1280.2 298.20 1219.2 296.9 1219.2 298.60 1219.2
e;A.70 1207.0 299.O 1Q4.8 299.20 1194.8 299.30 11826
2,).40 1170.4 299.60 I15 .2 300.10 1146.0 300.30 1133.9
3Sn,70 1121.7 301.6o 1109.5 30e.30 1097.3 302.o0 1091.5
3'i3,20 1o88.1 304.80 1u85.1 310.30 1082.0 31h.60 10 7.3
517.00 1091.3 317.20 11?1.7 317.30 1153.9 317,01 11 .0
317.#5 1170.4 31 1.9i0 t 194.8 318.35 1219.2 316,0 1243.6

3.2.0 120A.0 SI.90 1292.4 319.00 1316.7 319.05 1341 1
;194.0 to IW.5 319.19 138Q,9 i !9. ;0) fI 11.3 319.30 14U36 .7

14,JQ uc 3.3v s19.75 1524,0 3?0.09 155s.0 320.20 lb.
3? ).u5 t7Oh.9 32(.If0 11b7.% S20.75 128.8 323.9 0 1889.8
"21.10 1U5.7 S?1.20 2011.7 S?1.50 2072.h 322,00 2072.6

323.40 2072.6 3?.50 2131.6 323.60 219".6
5,13 .li 2295.5 3264,00 2316,5 324,10 2377.4 324.20 2 u315.9A
3?..le 20.3 3-4.70 285?.2 ?S.00 2604ie 32L*30 292b.1
3 5.40 3048.0 325.70 3o4i.0 323.10 3#18 .0 32t7.70 30"8.0

107.00 3091.0 327.b0 3048.0 3?6.00 1145.5 328.30 329l.8
32.140 3316.2 328.60 3340.6 328.85 u2;6.0 329.00 342o.O
3:9.us C) 52".0 329.Aa 3340.6 330.10 330.6 330.20 33b5.0
330.30 3349.4 330.0 3b57.b 331.20 3911.3 331.50 3535.7
332.00 3960.1 33t.10 354.4 332.30 3onf8.8 332.40 3633.2
332.70 3o57., 313.00 1730.8 333.50 3779.5 334.00 3901.4
3Su .50 3730.8 334,7S 3b57.b 335.00 3555.7 315.50 3o5f.b
33p).0 377q.5 33o.80 3o57,6 337.00 5779.5 337160 3779.5
i3'm.00 389;7,6 ;AA'.tS0 3901.4 3 8.bs ;779.5 31b.80 35.
:3q .00 3657 . 39.0 3b97 . t 340 .30 337 4,0 3535.7
S1.6u b b;67.0 3U2.2S 4779.5 342,30 30I.4 392,60 9023.Q
ia,,. 90 3qo I .4 542 q9 3779.5 34 3. 10 3nS7.6 393.50 3535.7
841 .O 355.7 34 41.n 3511.3 3a5.00 3511.3 345.50 3362'5
3jo. 0 3b?. S 346.25 3413.A 34".40 33A9.4 34h.75 3365.0
4b,60 3540.h 347,00 3316.2 347,20 3291.8 397.50 3230.9
34m.00 3?30.9 348.a0 3291.8 3U8.80 3291.8 348.90 331b.4
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D((M 1 4M 8"11)1 f(M)I HI(4 D(KM1) 11111) O(1(M) 14(M)
309.tj0 3316.2 349,50 3291.8 3'a9,60 3267.5 349.70 3243,1
350.o0 3218.7 350.60 3218.7 350.70 3243.1 350.80 3267.5
3S1.00 3291.F 351.10 3291.8 351.50 3267.5 351,60 3243.1
351.70 3R1A.7 351.$80 3194,3 352.00 3169,9 352,20 3048.0
352.35 2926.1 352.80 ?8304,,2 353.00 2682.2 352.30 2560,3
39;Q.00 2o3A./i 3S!).30 Z560.3 355.60 2682.2 355.80 28C4.2
3-,5.A-5 2926.1 3S5.90 5048.0 356.00 3169.9 356.15 3291.8
33f.,40 3413.8 3s6.b0 3535.7 357.00 3657,b 357,20 3657.6
357.h0 3S35.7 35a.00o --413.8 358.70 3291,8 359.40 3189.9
3eh0.OO 3169.9 360.50 3291.8 361.00 3291.8 362.00 3352.8

36.S 3413.9 3h2.60O 3535.7 362.80 3657.6 363.05 3657.6
33 o 3653.? 363.50 3657.(3 363.70 3657.6 364.00 3539.7

S 3413.4 3h4.00 3352.8 364990 3291.8 365.10 3365,0
s5, 32;41.m 365.70 3291.8 365.90 31b919 366.20 30ad,0
3,.0 304)1.0 3bb,90 3169,9 307.10 3291.8 367.70 3413.8
if .30 3;3)7 3te13.so 3707.9 368.7o 3535,7 369,10 3413.8

sbq,50 3?9IP 3h,4.40 3169.9 370.05 3048.0 370.30 2926.1
3 7 0 . 0 '?Ftu 4 .2 371.10 z6011.a 371.40 2926.1 371.80 30413.0
37;?.,r 31f9.9 372.60 3200.4 3 72?. 70 3218 .7 372.80 3169.9
.371.oO 3048.0 S74.20 3169.9 373.50 3169.9 373.80 3048.0
87,1.10 l oyq 37L40 3201.8 374.b0 I291.g 374.90 3169.9
31S.20 3tQ. 375.nO l11~9.q 37b.16 3169.9 37 b.40 3011s,0
S7 c.7u 20?,~ 3711.30 ?92b.1 378.00 2804.2 378.50 2q2t..1

3;10 hu 37:;.t)O ?O2 379.70 2604.2 38015n 26832.2
2i 1 759.t 3He.o0 ?779.b 38).10 ?#504.2 3833.20 e;.
311.4 2~e>. 3U.o 69.2 384.b0 P804.2 395.05 9(.

' 1 .i" 3 U-J0 38'5.Qo P92a. 1 38b.10 ;901.7 38b.2) 2b77.3
SP, . o i i At .440 P5? S 396.50 ?1404.2 3d7.10 6?i

s4 .1 20. 4 1).o 2il9Q.u 38ti.40 2560.3 3§38.80 P682.2
j 2 ' 731.j 3'A9.70 2755.4a 3skg,8O 2779.8 390 .00 2AO4.e

31jIO ; ,' i.2 3-0.15 ?OP2.2 391.20 P657.9 391 .51) 2633.S
P170 o).1 391.40o 258,4.7 392.00 25cO . 3 392.60 2535.9

3Q? ,5 2) 1 i2270 ?87.2 392.90 2462.8 3q2.00 2,33.
39.039.70l ?1438.11 394.50 23!t6.5 39U.90 231b.s

891,.20 21.5 3q96.00 2340.9 396.b0 2365.2 396o.80 2389.h
3quo -LJ.0 397.?0 2438.4 397.SO P462.8 3q7,75 246b2.8

A9?.90 241A.41 391,.Oo 2377.oi 398.10 2316.5 3913.50 2194.b
3I.5 2102 39H,40 ?l4518 398.70 2121.4 399.20 20Q7.0

394.30 207,>.b 399.40 2002.2 399.70 2023.9 399.75 1999,5
399,.mt) 107S-.1 400,01 1990.7 400.70 l95o.7 400.80 197,1~
(00l.uo I49, 401.50 1999.5 402.00 1950.7 402.50 2072.6
402.110 19O. un3.A0 1QSO,7 404.10 2072.6 1104.70 2194,6

ul.W 2316~.9 400.10 219 41.b 406.40 2t172.6 407.10 1950.7
aI.r 1Q,(. 'i 407.50 1902.0l 408,00 t877.6 40.30 1853.2

4flM*90 1s2d,'4 140'4.00 170h.9 409.40 1585.0 409.70 15el5.0
410.10 14u3.0 U10.90 13U1.1 410.90 1341.1 411.80 13a1,1
4 12.90o 120.? ; 41 3.0o0 1219.2 413.50 12830.2 414.00 1341.1
424.5o t3to.7 415.1o 1341.t 415.4*0 1219.2 415.130 1097,3
'4)6.10 1097.3 416.2 115 tI8.2 416.50 1219.2 417.00 1219.2
417.20 21581.2 017,70 1219.2 417.85 1097.3 418.30 1036.3
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0(KM) H (M) D(KM) N (M) 0(KHM) D() 0(Km) H (M)

1119.10 975.4 419.60 1097.3 420.00 1097.3 420.50 1158.2
*21.00 1219.2 421,30 1280.2 421.50 1341,1 422.00 1402.1
4122.50 1*102.1 '523.00 1402.1 423960 1?19.2 '123.O5 1097.3

"7.0 975,4 #is.00 914.4 426,00 914,4 42b.50 8S3,4
427.00 792,5 428.00 792,5 428,40 853,4 428.70 914.4
429.So 853,4 430.O0 731.5 430.50 b7O.6 431.00 bO,6
831.50 609.6 432.00 248.6 433.00 487,7 U33.40 487.7
31,60 457.2 433.80 463,3 434,40 451.1 434.50 U26.7
4o34.70 39b.2 '35.00 3b5.8 435,13 3qb.2 '35.2S 826.7

'5.30 457.? 435.40 42b.7 435.50 396.2 435.80 381.0
436.00 365.14 436.13 335.3 436.37 304.8 43h.50 304.8
03o.70 33i.3 f13b.8S 335.3 436.95 304.8 '37.00 274.3
U17.15 243,9 447.25 a13.4 437.55 213.0 438.25 213.4
'3Q.40 211.4 439.90 243.8 040.00 27a.3 440,40 300,8
44c0.S0 335.3 (40o,60 365.8 440080 396.2e 440.90 '826.7
'801.00 457.2 4851.25 487,7 441,40 518.2 441.45 548,6
441.5S S148.6 '41,60 518.2 441.6S 487.7 U41.75 457.12
'141.90 4157.2 44*2.00 '157.2 442.13 '857.2 4*12.30 4887.7
'42.50 '26.7 '12.7S 426.7 442.90 487.7 43.00 826.7
(:15.30 365. '43.50 $96.2 444.00 42b,7 444.50 402.3

'1455.00 42b.7 4us,?.0 '857.2 445.40 u*87.7 '45.65 548.6
41.70 549.b '45.85 'b7.7 446,20 42h.7 44b.50 365.8
U41b.95 39b.2 447.00 426.7 447.10 42b.7 407.40 4 2.7
447.bO u57.? 0J47.5 487,7 407,75 518.2 u47.0 5U8.b

4795 SA.b 48.00 548, 448.10 579.1 448.30 548.6
44.- 4. 4459 7Q.1 44q.00 579.1 449.25 59j.4

404,50 6O.b '1*9,75 640.1 4150.01 o70.6 "50.3S b82.8

'450.50 b70.b 4450.70 o0q. 450.75 57Q.1 45sO.90 5148.6

4252.0 '2o.7 U52.25 u57.2 '52.30 487.7 41;2.s5 510.2
4rjo 5'56,b .452.-30 579.1 '85e.75 571.1 '552,85 544.6
u;Io 518.2 453.50 518.2 '153,80 S/4.6 454.00 518.2

0S4.I0 37,7 US.540 457,2 454,60 '26.7 455,00 3b.2

U55.30 3o5.A '55.55 3a5.8 455.70 35.8 455.90 34b.2
5b6.00 u5b.7 456,20 Q57.2 45b.45 457.2 'so.50 42o.7
U.;.0o 39b.? 45b.70 396.2 8sb6O '126.7 o57.00 i57.2
('57.25 12b.7 'S7.30 396.2 457.45 396.2 '57.70 356.2
457.75 365.A aS7.90 335.3 '17.95 39.2 458.00 310O.q
f5A.75 304.A 858.80 274.3 '53.90 2143.8 *jq.00 213.4
041;q.05 207.3 £59.I; 201.2 459.30 105.1 '459.40 195.1
85qo50 189,0 159.85 195.1 460.25 195,1 460.40 195.1
060.50 201.2 'bO.60 207.3 U60.65 213. 1 460.o80 219.5
abo.90 225.b 'bl10 231.b 461,20 ?37.7 '61.30 243,8
461.40 244.9 461.55 219.9 '61.60 249.9 4b1,75 249.9

28.UQ9 061.95 289.9 462,25 249.Q '62.30 249.9
96.50 289.9 4t62.75 ,2438 '462.80 249.9 462.90 .5h.0
u562.05 262.1 4163,25 262.1 463.40 268.2 '63.45 27'8.3
0,3.7S 280.4 U63.80 286.5 63.90 292.6 864.00 298.7
4o8.05 304,8 *ib1olO 3t7.0 4b4.25 304.8 '64.45 242.b
4oll.70 298.7 460.80 304.8 865.00 304.8 465.25 304.8
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D(KM) H(M) 0(KM) 1(') 0(1M) H() D(KN) H((K)

465.30 317.0 65.50 304,8 4b5.25 274.3 u65.90 304.8

bb,00 304,8 4hb.25 274.3 '6b*50 274.3 Ub7.10 274,3

'67?.0 243W8 467.50 213.4 467.75 198.1 b8.05 182.9

468.50 198.1 468.70 182.9 468.80 213.4 469.00 243.8

a69.25 213.4 469.810 23.8 470.00 213.8 1.00 0.

470.50 213.4 471.00 207.3 471.05 213.4 471.25 219.5

471.30 225.6 471.45 225.6 471.50 225.6 u71.b0 231.6

471.65 2S7.7 471.70 243.8 471.75 274.3 a71.90 774.3

47?.,0 259.1 1472.20 243.8 472.30 228.b 472.50 228.b

472.75 219.5 a72.85 243.8 473.00 259.1 473,40 243.8

U73,70 213.4 473.75 207,3 473.80 201.2 474.00 195.1

7u.bO 1 5.1 474 .75 207.3 474.80 213.4 47".90 243.8

47S.00 P13.4 475.50 198.1 '75080 182.9 *7t.75 182.9

477.00 182.9 478.50 152.4 478,60 121.9 479.00 121.9

i79,50 t37.,2 480.0 137.2 4980.80 152.4 481.25 152.I 4

481.50 lub.3 481.90 140.2 u82.00 140.2 482.05 140.2

m83.70 146.3 44.00 152.4 484.30 158.5 '84.80 18,5

U85.10 152.4 '87.90 14b.3 890.10 14b.3 '*O.bO 146.3

L190,75 14h.3 *QI'uo 140.2 '91.75 140.2 a92,00 1ub.3

492.lo 1"b.3 4q2.25 152.4 4q .60 152.4 49420 134.1

490,'2 154.1 495.00 137.2 a95.60 128.0 496.00 128.0

49t)SO 121.9 196,90 121.Q t497.75 121.9 97.45 121.9

504.25 10b.7 504.IuO 10o.7 505.o0 lob.7 SOS,95 t06.7

50.7 o.7 507°80 112.A 508.o00 1A.3 508.30 118.3

50t.t8o 106.7 509.50 lO.7 510.00 1OU.b 511.00 oOb

9 1 p 0 q.t t , 90.1 51* 00 qq. 515.00 99,1

100 97.5 I, .2o 960 Q Sb10 9b.0 517.u0 96.v

L) I A C; b q .4 S18.70 44 .5 5lLk.'A0 91.5
93 3 ., .2.o Q I .u 21 .00 91.1 521.30 89,9

.i3.p 5?5.00 SA.' 523.40 815.3 b23.eO0 A3.8

52 ,*r tA0 8 'i Pt 5 .7 0 83.14 5?b,50 it2 .3-

27,70 A 82 .u 079.2 529.00 
7 b.2 530.00 76.2

;o.7 7t.? 31,05 7u.7 532. 00 73.2 532.75 71.6
.?S70.1 R6.30 6.b 53h.55 67.1 537,30 65.5

r..0 53 Q ,5 b?,5 540.50 b.0 541.55 59,4

542.c0 g7 ,, 544.90 5,9 546.00 9 3.3

47.0bo 51.' 5U4. o0 50.3 5. .75 8. 8 550.0 *81.8

4s1.5 '7.2 552.Q0 45.7 53 .so 45.7 53J.90 U4.
5r,.5 72 557.S0 '4.2 557.60 42.7 558.0o 41.1
e1(.30 9.b 52.SO 3.1 563,25 38.1 564.60 3b.b

56.95 3 . 5h6 .20 3.6 5h6.75 35.1 567.75 33.5

6M.,0 33.5 shq.2s 32.0 570,40 32.0 571.00 33.5

57?. 0 32.0 S71. 0 1.0 575.0 k2.0 577.25 30.5

S71.00 3o.5 581.u0 29.0 581,95 9.0 582.70 29.0

5A4.10 29.0 585.15 27.4 587,90 559 5qo.5 24,4

591.30 22.9 5q2.50 2P.9 591,75 22.9 593,50 22.9

595.5S 21.3 5qb.85 14,R 60O0 18,.3 6000 15,2

000.o0 1C.2 60.00 26.8 b02.05 19.8 601,00 21.3

bo5.65 22.9 104.05 22.9 605.50 24.4 607.00 25.9
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D(KM) H(M) D(KXM) M(M) O(KM) H(M) 0(K) H(M)
607.75 27.4 808.50 2q.0 609.00 30.5 609.40 32.0
610.00 33.5 610.60 35.1 610.80 36.6 611.30 38.1
611,80 39.6 612.05 41.1 612,45 42.7 612.70 44.2
613.00 49.7 613.25 47.2 613.50 50.3 613.75 51.8
h14.00 53.3 bt4.10 S4.9 614.40 56.4 614.60 57.9
614.90 59.4 615.00 61.0 his.45 61.0 616.40 61.0
610.50 67.1 617.00 q1.4 b17.2S 91.4 b17.45 121.9
h17.75 121.9 617.90 91.4 b17.95 91,4 618.20 121.9
616.30 121.9 618.80 121.9 618.90 152.4 819.00 182.9
0I9.40 211.Q b19.50 1?.9 819.70 152.4 620.50 152.4
6;0.75 182.9 b20.90 213.4 621.10 213.4 621.50 213.4
f)2.bO 241.8 621.90 274.3 622.00 304.8 622.10 335.3
b?2.4O 335.3 022.50 304.8 b22.75 274.3 622.80 304.8
hp.95 339.3 623.00 365.8 b?3.?5 3q6.2 623.60 426.7
h25.7S 457.? L23.90 396.2 623.95 365.8 h24.05 335.3
o24.25 304. 62.40 274.3 b24.50 243.8 t24.55 213.4
o.6O 182.9 624.70 152.4 b24.qO 121.9 625.00 152.4
bl?.20 5. b250 1R2.9 625.80 243.8 b25.95 304.8
t ?3.00 365.8 hh.40 365.8 6?6.55 304,8 627.00 304.8
o?7.45 304.4 027.90 365.8 o27.60 426.7 627.70 426.7
02!.00 426.7 b?8.20 365.m h28.25 426.7 628.60 487.7

8?Q.00 197.7 t?.4O 47.7 629.50 426.7 829.7S 426.7
3, 142h.7 'it.0O0 426.7 631.20 365.8 831.50 304.8

MA1.75 sh.8 b3P.00 3h5.8 h32.25 365.6 b33.00 426.7
831.25 42h.7 633.0 365.8 033.75 42.7 b34.00 487.7
t)1,1.25 u~k7.7 b34*45 1487.7 bo1".75 5I48.6 b3i4.90 60Q.6

o; . 0 t 7 n. 6 t)19 .7 S 7 31.9S b35.90 7 Q 2. 9 838. 10 853.4s
b 1 l - . -3.5 9 l.4 636.45 944.9 63b.60 97s.u

3.037.0 0 914. b37.20 8 3o4 h37.3M 792.5
o7.50 731.9 o37.75 670.6 638.25 731.9 638.50 670.6

7 s0.b 639.h b0o.6 639.80 5'*R.6 4O.95 487.7
a*26 2 .7 040.30 3b5.8 40.50 365.8 b0.75 426.7

t u.00 '87.7 6'1.? '4?.7 641.45 365.8 "41.55 365.8
oJ1.79 42L.7 ul.90 487.7 b42.29 548.b 842.50 487.7
nui.00 a67.7 o44.25 487.7 b44.55 548.6 644.75 609.6

,'IUI.00 h7)t. o 4.50 670.8 844.75 731.5 645.00 731.5
(J.20 792.S 64S.40 d53. b45.60 853.4 bb.25 7Q2.5
C'4b.Su 792.5 647.50 792.5 648.10 7q2.5 b48.50 792.5
oaq.25 79?.5 8uQ.45 792.5 i;9.75 853.4 650.00 853.4
650.90 A53.4 651.10 792.5 651,50 731.5 b52.00 670,6

C?.10 t7r.8 o52.U0 731.5 b52.75 731.5 852.90 731.5
t5'..20 7q).5 63.50 792.5 b54.00 792.5 854.20 731.5
694.uO 870.h 614.75 670.b 854.90 809.8 855.10 670.b
b55.50 701.0 65b.00 

7
11.5 b5b.10 731.5 656.25 609.6

651.29 670.b t57.00 731.5 657.75 7q2.5 bs8.25 853.4
656.75 914.a 05t.90 Q75.4 899.00 975.u h59.10 q14.4
t,59.30 853.4 059.50 792.5 659.75 731.5 bS9.S 70o.b
080.10 609.b b61.00 670.6 661.50 670.6 662.00 701.0
o63.O0 701.0 6b3.40 070.6 863.60 bOq.8 bb3.95 548.6
8hU.40 487.7 664.90 426.7 865.50 365.8 6U5.70 304,8
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O(1(M) H(M) 0(1(m) H(M) 0(9(M) H(M) 0(104) M.(M)

665.90 304.8 666.00 304.8 666.25 304.8 666.50 335.3

66.90 365.8 67.25 365.8 667.50 335.3 667.90 304,8

6to.25 274.3 6b6.bO 304.8 bb9.00 304.8 669*.O 243.8

b6Q.50 243.8 670.00 243.8 670.50 213.4 70o.75 243.8

670.80 182.9 670.90 182.9 671.50 213.a 671.95 243.8

673.00 274.3 673.50 304.8 673.75 365.3 673.90 30a's

674.30 304.8 b74.50 274.3 074.FO 243.8 o75.00 274.3

b75,'J0 2143.8 67S.60 274.3 675.75 243.e 670.00 213.4

o7b.50 213.4 67b.75 213.4 677.00 228.6 677.50 213.4

b7M.00 ?13.4 678.25 228.6 678.40 213.4 678.50 243.8

b79.00 P43.8 679.P5 2,9.1 h79.50 24.3.8 679.bO 243.8

b74.70 27a.3 679.hO 243.8 bMO.00 223.8 hO.10 2413.8

680.20 274.3 b68.50 274.3 680.75 243.8 681.00 243.8

b8l.50 243.A t8.0 213.4 hF2.10 182.9 t82.50 182.q

6 2.75 152.4 b8.25 I21.Q t'85.10 97.4 h85.40 97.5

bb. 
9 0 97.9 bA7.00 97.5 687.60 121. 686.00 112.9

oi.50 243.- OHM.70 304.8 bA9.nO 39.b .50 365.8

o3'.75 lO9 0380.9. 2i.t hO. 5 304., b90.40 365.8

690. SO 31) J.8 b4l1. b0 365.A h91I. 00 3h5 .F ) b1. 10 42b.7

991.50 t57.2 bQ?.00 426.7 bq?. 5t58 2.50 304.6

eQ2.AO 3(1.8 91.3.0 304.8 h93.25 365.8 b93.75 365.8

Nq1 )0 ~,.2 00 ) 3's5. A o4. 75 3' 5. ? Wo1 4 . 10 304.8
t.9.o% e4o. bo.bnl 213.4 697.00 182.9 697.25 IP?.Q

43..80 9. tq5.9) 243.9 (6 6,0 274.3 9 .?, 274.1

,oo.50 ?. .8 btq-.bo 21 . 997.00 182.
Q  697.25 102.9

d13 .4 hQi.f) ?J3 .6 b9q8.75 2ai.8 bqq. 1( 213. 4

.6).(4 0 Q .;0 1 ) . 4 o .
0  1 1 .q 700.20 152.4

7,1 .0, 121 .4 702 .o0 121.9 70 100 121 .4 704.05 '1.

? 0 0 Q .4 7(.1 2, A'1.0 70 .0 0 1 2.4 70t). 10 lA?. )

I .0 of,' 7" .00 1IA2.9 707.25 182.9 707.75 152.4

7 110 1;1q 7 0 0 9 1.4 70 8 .50 61 .0 708.80 2L4.4a

718)Q /1.3 71 0.50 1 .3 111.30 15.2 711.50 12.2

71,).90 b. 1 714. 00 31.0 715.00 1.5 7 1 t,.3)0
717.v(H 0. 717.90 1.5 717.60 1.8 718.00 .

719.00 .0 719.50 3.0 720.50 3.0 721.?0 3.0

721.37 0. 721.40 0. 7?2.25 0. 722.27 0.

722.33 3.0 722.75 3.0 722.80 0. 722.81 0.

732.90 0, 732.91 0. 733.00 3.0 733.h0 30.5

73 .4 bt.0 733.80 61.0 734.10 30.5 734.1? 22.q

I3.?o 21.3 7Su.80 7.b 735.20 7.6 735.30 b
7 Ar,. O %. 715.40 0. 741 .O3 0. 7 4 1. oU

7a17 7.b 7a.6 30.5 7u1.80 b.0 7 1,8% 1.4

7a 1.95 lt.9 702.00 t52.a 712.15 182.9 742.25 213.4

7 2.35 ?3.4 742.40 182.9 742.84 121.9 743.00 73.2

743.12 bl.Q 743.- 46.8 743.3b 3b.b 743,44 2 ,u

74a.:10 56.6 7U4,E4 488 744.70 b.0 744.80 61.u
7aS.0 I ?I.9 70i.12 121.9 7n5.3 121.q 745.40 13u.1

74b.4 1a6.3 745.50 15.5 745.74 146.3 745.9? 15P.5

7uh.O0 158.5 746.16 158.5 746.3b 170.7 746.44 1S?,)
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D(KI) H(M) 0(1(KM) H(M) 0(KM) H(M) D(KM) M(M)
70h.86 182.Q 747.00 1?1.9 747.16 61.0 747.30 109,7
747.40 109.7 747.44 6t.0 747.64 121.9 747.68 61,0
747.75 12.2 7L18u.0 61.0 748.10 12.2 748.14 0.
78,16 0. 7B.98 0. 749.00 0.

s01.00 0.
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APPENDIX F

MATERIALS AND CONDUCTIVITIES ALONG THE WORST CASE PATH

Table F-i shows the age data, symbol and computer symbol for the

different types of materials used in the geological description of

the worst case path. The actual data were obtained in terms of the

distance from a given measurement site, with Searchlight having the

index 0 and r = 0 and Fort cronkhite having index 9 with r9 = 746.70

km. The values of ri used are given in Table F-2. The conductivities

(rahos/m) and relative dielectric constant (/c 0) are given in Table

F-3 for each of the 44 materials used to describe the path. Finally,

the actual input data as a function of distance is given in Table F-4.

The actual distance for a given entry is given by

Distance = r. + DELR
1

where ri is the value of RINDEX corresponding to the value of the

INDEX. The column labeled DEPTH (m) is actually the layer thickness

in meters. In generalmost of the path is described by two layers

with a few single or three layer segments.
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Table F-1. Age and geologic material symbols.

AeMaterial Symbol Fortran Symbol

Qs QS
Qal QAL
Qsc QSC
Qf QF
Qb QB

S2
Qst QST

(UQi QL

'UQt QT
QMi QM

N 0
04 b QV

4A Qpv QV
.5?QC QC

QP QP

>,Pliocene PC PC

Pv Pv

Micene Mu MU
Paleocene EpEP

-K K
Ku KU

Kjfv KJFV
0

gr GR
0grt GRT

grg GRG
kjf KJF

3k JK
Sbi BI

Ju JU

ub UB
Triassic JRv JTRV
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Table F-I (Continued).

Age Material Symbol Fortran Symbol

• mv MV

Undivided ms MS

e4 gr-m GRM
P ian Pm PM

Carboniferous CP CP

0 4CM CMN Den ian0 D D
a or ician

o0 0

Camqrian G C

G CPCpR PC

SPG LPC

epG EPC

Fresh Water H20

Salt Water SEA

Salt Water Saturated

Aluvian QALS

F-3



Table F-2. R-index vs index.

INDEXx 0 RINOEX= 0.

INDFX: I R!NDEXz 136.634
INDEX= 2 RINDEX= 201.450
INDEX: 3 RINOEX= 281.737
INDEX= 4 RINDEXz 422.011
INDEX: 5 RINDEXz 478.298
INDEX= 6 RINDEXW 539.822
INDEX: 7 RINDEX= 611.471
INDEX: 8 RINDEXx 674.052
INDEX: 9 RINDEXc 746.698
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Table F-3. Conductivity and dielectric constant values
for materials used on worst case path.

XNAME SIGNAM EPSNAM
05 2.0000E-02 S.0

GAL I.3300E-02 t2.0
OSC 1.3300E-02 15.0

OF 19330OF-0? 1s.0
08 1.OOOOE.02 2.

OST 6.6700E-03
QL 1.330OaF-02 20.0
07 t.b70OE.0;? 15.0

am .8600E-02 ,0
QP ,.00u0F-03 S.0

UC 1.3100EF-02 20.0
OP 1.330OE-02 l?.0
PC 1,3300F-02 12.0
Pv q,0000E-03 5.0
MU 2.OOOQE-02 15.0

EP ?.0O0O-02 I.
K 2.860OE-02 12.0

KU ?.0000E-02 1210
KJFV ?.5000E.03 5.0

GR 2.5000E-03 10.0
GRT 2,5000E-03 10.0
GRG 2.5000E-03 10.0
XJF 3.3300E-03 10.0
JK ISOOOOE-02 10.0
61 2.A600Eft03 10.0
JU ?'.00O0E.f02 10.0
UF4 2.86O0E.t0I 10.0

JTPV 2.5000E-03 5.0
MV ?I5000E-03 5.0
Ms f.25OuE-02 10.0
GPM ?.OO00E-03 S.0

PM l.670OF-02 10.0
CP t.3300E-02 10,0
CM 1.O000Qk-02 10.0)

r) 6670OF-03 10.0
0I 6,6700E-03 10.0
C 6.6700E-03 10.0

CPC S.0000Fw03 10,0
PC 3.330vE-03 5.0

LPC ?.SOOOE-03 5.0
EPC ?,5000E-03 5.0
mpnf P.00flOE.03 81.0
SEA 4.OOOUE 00 81.0

GALS 'j.0000E 00 $1.0
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Table F-4. Assumed geologic structure along the worst case path.

INDEX DELR(KM) MAT DEPTH(M) MAT DEPTH(M) MAT DEPTH(M)
0 P7.487 GAL 300, PC 100000. 0.
0 28.a87 GAL 100, PC 100000, 01

0 39.066 PC 100000. 0. 0.
0 40006b GAL 100, PC 100000, 0.

0 561081 GAL 300. PC 100000. 0.
0 b0,351 OL 300. PC 100000. 0.
0 71,714 GAL 300. EPC 100000, 0.
0 72,714 GAL 1oo, EPC 100000, 0.
0 78.195 EPC 100000, 0. 0.
0 79,195 OC 100. EPC 100000. 0.
0 F1.700 OC 200. EPC 100000. 0.
0 82.847 GAL 100. CPC 100000, 0.
0 83.739 CPC 100000. 01, 0
0 86b180 C 100000, 0. 0.
0 86.9?6 CPC 100000. 0. 0.
0 89,000 GAL 200, CPC 100000. 0.
0 89,941 GAL 200, EPC 100000. 0.
0 90.941 GAL 100, EPC 100000, 0.
0 91.833 EPC 100000. 0. 0.
0 Q4,255 CPC 100000. 0. 0.

0 95.?55 GAL 100. CPC 100000. 0.
0 100,774 GAL 200. CPC 100000, 0.
0 101,774 GAL 100. LPC 100000, 0.
0 104,833 LPC 100000. 0. 0.
0 105.a07 CPC 100000. 0. 0.
0 106.100 LPC 100000. 0, 0.
0 120,893 GR 100000. 0. 0.
b 121.893 GAL 100. GR 100000. 0.
0 126,839 GAL ?001 GQ 100000, 0.
0 127,839 GAL t0, CPC 100000. 0.
0 129.241 CPC 100000. 0. 0.
0 130.21 OC 100. CPC 100000. 0.
0 136.63 OC 300. CPC 100000, 0.
1 0,333 OC 300. CPC 100000, 0.
1 1,333 OC 100, CPC 100000, 0.
1 2.349 CPC 100000. 0. 0.
1 3,809 0C 100. CPC 100000, 0,
1 4.317 CPC 100000. 0. 0.
1 5.317 OC 100. CPC 100000. 0.
1 8.316 OC 500. CPC 100000. 0.
1 15,823 GAL 300, OC S0. CPC 100000,
1 16,823 GAL 100, C 100000, 0.
1 181156 C 100000, 0. 0.
1 18.410 GAL 100. C 100000, 0.
1 19,610 C 100000. 0, 0.
1 22,851 LPC 100000, 0, 0.
1 23,854 0Al 100. EPC 100000, 0.
1 28,646 GAL 200. EPC 100000. 0.
1 29. 66 GAL 100, CPC 100000. 0
1 30,662 CPC 100000, 01 0.
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I

INDEX DELR(KMO MAT DEPTH(M) MAT DEPTN(M) MAT OEPTH(N)

1 31.805 GAL 100. uP 200. CPC 100000,

1 32,186 OP 200. CPC 100000. O

33,329 UAL 100. QP 200. CPC 100000.

1 33,773 CPC 100000, O. O

1 35.233 EPC 100000, O O

1 37.455 OP 200. CPC 100000, O.

1 38.217 PV 200. CPC 100000. 0.

1 38,471 C 200. CPC 100000. O,

1 42,914 CPC 100000, 0. O.

1 43.427 EPC 100000. 0. O.

1 50,088 GR 100000. 0. O.
54,976 EPC 100000, 0. .

1 55.976 OST 50, GAL 100. EPc 100000.

1 64.308 OST S0, UAL 400. EPc 100000.

! 64.816 GAL 400. EPC 100000. 0.

2 9.815 GAL 400. EPC 100000. 0.

2 10.815 GAL 100. CPC 100000. 0.

2 20.231 CPC 100000. O. 0.

2 23,539 GR 100000. O. 0.

2 36.263 EPC 100000. 0. 0.

2 37,263 QAL 100. EPC 100000. 0.

2 46.841 GAL 200. OP 4pO. EPC 100000.

2 47.841 GAL 100. OP 400. EPC 100000,

2 48,923 OP 400. EPC 1000000 O.

2 527.0 PAL too, OP 0001 EPC 100000,

2 55.794 OP 400. EPC 100000. 0.

2 57.893 GAL 100. CM 100000. O.

2 62,219 cM 100000. O 0.

2 64.446 CP 100000. 0. O.

2 64.955 OP 100. pm 100000. 0.

2 65.909 Pm 100000. 0. O

2 67.182 QP 100. PM 100000. O.

2 68.454 PM 100000. 0. O.

2 60.889 GAL 100. PM 100000. O.

2 61281 Pm 100000, 0. O

2 70.744 GAL 100. PM 100000. O

2 74.752 Pm 100000, 0. O

2 76.215 GAL 100, CP 100000. O.

2 76.915 GPV8 100. CP 100000. 0.

2 78.251 CP 100000, 0. O.

2 79.651 GAL 100. D 100000. 0.

2 80.287 D 100000. O. 0.

3 0.826 D 1OOv0. 0. O.

3 1,335 (1 100000. 0. 0.

3 2,225 GAL 200. 0 100000. 0.

3 2,733 0 100000, O O

3 4.703 GAL '300, n 100000. 0.

3 5,466 0 100000. o. 0.

3 7,881 GAL 2009 OC 500. GR 100000.

3 13.474 OC 500. GR 100000. O.
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INDEX DELR(KMI MAT nEPTH(M) MAT DEPTH(M) MAT OEPTH(M)
3 17.9b7 QPVR 200. QC S00. GR 100000.
3 19.q57 GAL 20. QC 700. GR 100000,
3 35.14e8 QL 300. Q7 700. GR 100000.
3 37.055 UAL 200. aC 700. GR 100000,
3 41.250 GRM 100000. O 00
3 71.821 Gk 100000. 0. O
3 72.838 GAL s0. GA 100000. 0.
3 79.639 GR 100000, 0. O.
3 80.084 GAL 50. GR 100000, 0.
3 133,791 G, 100000, O 0.
3 135.571 MS 100000. 0. 01
3 139,575 GR 100000. 0. 0.
3 140.274 MS 100000. 0. 0.
4 2.096 MS 100000. 0. 0o
4 11.62 GR 100000. O. 0.
4 15,056 GPM 100000, O, 0.
4 17.340 HO 50. UB 100000. 0.
'4 19.059 UiB 100000. 0. O
4 25.031 MV 200. UR 100000. 01
4 29.859 1)14 100000. O O
a 33.035 MV 200, GRG 100000, 0.
4 33.607 GRG 100000, 0,. 0*
4 35.767 MV 200. GRG 100000. 0.
4 38.118 (AL 50. GRT 100000. 0.
il 41.358 GPT 100000. 0. 0'
4 42,565 81 100000. 0, 0.
4 45.741 MV 200. GRG 100000. 0.
4 50.82b GRG 100000. 0. 0.
4 5b,P87 MS 100000, 0' 0.
5 0,44S MS 100000, 0. 0.
5 5.08c 190. GR 100000. 0'
5 b.165 G 100000. 0. 0.
5 9o915 GPM 100000. 0. 0.
5 10.551 c oo. GPM 100000. 0.
5 14.364 (PM 100000. o. 0.
5 16.017 JU 100000. O 0.
5 17.415 JTRV 300. JU 100000. O.
5 19.b39 OC ISO, JU 100000. 0.
5 21.101 QF 150. JU 100000. 0.
5 22,627 HU 25. Qc 150. l 100000.
5 24,O00 QC 10. JU 100000, o
5 27,000 QC 250. JU 1000001 0.
5 30,000 OC 350, jri 100000. 0.
5 33.000 OC 450. JU 100000. 0.

S 3,191 nc 550. JU 100000, 0.
5 34,703 UF 25. c s50. Ju 100000.
S 3b.OO0 GC 550. Jl 100000. 0.
5 39.000 nc 650. JU 100000. 0.
5 42,000 oc 750. JU 100000, 0.
5 43.728 qC 850. JU 100000. 0.
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INOEX DELR(KM) HAT DFPTH(M) MAT DEPTI4CM) MAT DEPTMCM)

5 40,09 OS 25. OC 850. Ju 100000.

5 44.4,90 H20) 25. Gc 850. jtI 100000.

5 (44.87? OC 850. JU 100000. 0.

5 (5.000 OF 25. ae 8s0. Ju 100000.

5 4S5.889 OF 25. OC 950. JU 100000.

5 48.000 QC 950. JUj 100000. 0.

5 50.211 OC 1050. JU 100000. 0.

5 S1.000 OF 200. Ge 1050. Ju 100000.

s 541.000 OF 200. aC 1150. Ju t10000.

5 S7.000 OF ?00. OC 1250. Ju 100000.
5 S8,473 OF 200., OC 1350. Ju 100000.

5 60.000 QH 200. ac 1350. Ju 100000.

5 6l152( 00 200. OC 1(550. JU 100000.

6 2.000 99200. OC 1(550. AlJ 100000.

6 5.000 08 300. OC 1650. 11 100000.

6 8.000 083 (00. aC 1850. Ju 100000.
6 11.000 go3 So0. aC 2050. Ju 100000.
6 145.000 go 600. OC 2250. Al 100000.

6 t7.000 GO 700. GC 24550o Ju 100000.

6 P0.000 08 8009 OC 2650. 100000.~o

6 23.000 013 900. OC 2850. Ju 100000.

6 ?6.000 013 1000. Ge 3050. Ju 100000.

6 29.000 M3 1000. OC 3300, Ju 100000.

6 32,000 W3~ 1000. OC 3550. Ju 10O0000

6 35.000 01s 1000. 3800. JU 100000.

6 39.000 G83 1000. OC (5000. Ju 100000.

6 (52,000 GB t000. QC 3800. KJF 100000.

6 055.000 GO 1000. OC 3550. KJF 100000.

6 il8.000 98 900. QC 3300, KJF 100000.

6 51.000 OR 800. OC 3050. KJF 100000.

6 5(5.000 GB 7000. O 2850. KJF 100000.

8 57,000 014 600. OC 2650. KJF 100000.

b 60,000 OF 500, aC 2(150. KJF 100000.

b 63,000 go (100. GC 2250. K(JF 100000.

6 66,0030 go 300,. G 2050. XJF 100000.

6 69,362 (0 200, OC 1850. KJF 100000.

6 7t.6449 GC1650. KJF 100000. 0.

7 0 1509 Oc 160 JF 100000. 0.

7 3.000 OF too. OC 1300. KJF 100000.

7 5,220 9F 100. OC 950. KJF 100000.

7 5.730 PC 200, OC 950. KJF 100000.

7 e).23 9  Or 100. OC 950. KJF 100000.

7 7.067 EP 500. KJF 100000. 0.

7 8.085 KU Soo, KJF 100000. 0.

7 88(9 .P 00 'JF 100000. 0.
7 18.144( KU 500, KJF 100000. 0
7 19,60A KJFV 150. KF 100.0

7 19.990 UB I50, KJF 100000. 0.

7 S3.4477 KJF 100000. 0.l 0.

7 58.570 OP 200. KJF 100000. 0.
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INDEX DELR(KM) MAT DfPTH(M) HAT DEPTH(M) MAT DEPTH(M)
7 619626 KU 500 KJF 1.E5
7 62e581 MU 500 KJF 1.E5
8 .952 MU 500 KJF 1*E5
8 9.961 Op 300 KJF 1*E5
8 13.641 QAL 100 OP 300 KJF 1,E5
8 20.493 K 500 KJF 1.E5
8 31.089 KU 700 KJF 1.E5
8 31o850 UB 700 KJF 1,E5
8 329104 JK 700 KJF IE5
8 32.611 PV 700 KJF 1,E5

8 34o578 UB 500 KJF IE5
8 40o986 QALS 150 OMS 400 KJF 1,E5
8 43.461 SEA 25 OMS 400 KJF 1.E5
8 45,110 OMS 400 KJF 1,E5
8 530000 SEA 25 oms 400 KJF 1.E5
8 58,688 SEA 50 OMS 400 KJF 1,E5
8 59,132 OALS 100 OMS 400 KJF 1*E5
8 60,020 KJF 1.E5
8 61.733 OALS 100 OMS 400 KJF 19E5
8 63,000 SEA 50 OMS 400 KJF 1.E5
8 66.634 SEA 150 OMS 400 KJF 1,E5
8 67,634 SEA 50 OMS 400 KJF 1,E5
8 72.646 KJF 1.E5
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